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ABSTRACT

This work presents the problem of modelling and simulating a novel structure of hybrid

drone, that uses rotating cylinders as wings, generating lift through the Magnus effect –

also explored in this thesis. Then, it focuses on the development of such models with

different tools in two distinct environments, Simulink and Gazebo simulator attached

to ROS. It also proposes an approach to deal with the trajectory generation issue for

autonomous aircrafts using their physical constraints as parameters. Next, it shows

results of laboratory tests in a wind tunnel, and analyzes the data in order to provide

models for important variables of the hybrid drone system. At last, the document is

concluded with an overview of the contributions along with proposed future work in the

field.

Keywords: Hybrid drone. Magnus effect. Modelling.



RESUMO

Este trabalho apresenta o problema de modelagem e simulação de uma estrutura nova

de drone híbrido que utiliza cilindros rotativos como asas, gerando força de sustenta-

ção através do efeito Magnus – também explicado neste trabalho. A seguir, foca no

desenvolvimento desses modelos com diferentes ferramentas e em dois ambientes

diferentes, Simulink e o simulador Gazebo associado ao ROS. Além disso, também pro-

põe uma abordagem para lidar com a questão de geração de trajetória para aeronaves

autônomas utilizando suas restrições físicas como parâmetros. Então, apresenta os

resultados de testes de laboratório em um túnel de vento, e analisa os dados a fim de

fornecer modelos para variáveis importantes do sistema composto pelo drone híbrido.

Ao final, conclui com uma revisão sobre as contribuições do trabalho, além de propor

próximos passos para o desenvolvimento do trabalho no assunto.

Palavras-chave: Drone híbrido. Efeito Magnus. Modelagem.
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1 INTRODUCTION AND MOTIVATION

During the last years, economy has seen a growing usage of Unmanned Aerial

Vehicles (UAVs), commonly known as drones, for multipurpose activities which, accom-

panied by the fast adapting industry, led to a substantial growth in the sector (DRONEII,

2020). Specifically, quadcopter drones and other similar designs have been sighted per-

forming various functions, even as part of inspection of industrial sites (SKYWORKS,

2020), aerial surveillance (AUTONOMOUS. . . , 2020), postal delivery (SWISS. . . , 2020),

high quality image acquisition (DJI, 2020b), and more, in contexts as pest control in

plantations (UAV-IQ, 2020) and recreational purposes (INTEL, 2020).

Most of these activities have their potential effectiveness reduced by known chal-

lenges faced by electric quadcopters, such as low limit for payload, high dependence

on battery technology and complexity of control algorithms. Some concepts, however,

are actually hindered by these limitations. The use of quadcopters for delivery over

extended distances or with heavy payloads serves as example. Solutions that seek

indoor usage of drones also need several new features, from positioning to obstacle

avoidance and dangers of human interaction.

The payload capacity is limited by the overall size of the drone. Increasing the

size of fixed propeller quadcopters diminishes their advantages, because it leads to an

increase in the propellers’ momentum and affects the controllability of the system, while

making construction and maintenance more complex and expensive. Moreover, the low

mass blades used in small UAVs have low kinetic energy, being reasonably safe for

close interaction. The same is not valid for large rotors (and blades) in machines such

as piloted helicopters.

The payload limitation affects the system by restricting the use of large and

heavy batteries that could offer more charge for the flight. High-energy low-weight

batteries are necessary to increase flight autonomy without compromising the structure

of standard quadcopters, not to require a boost in size that would be accompanied by

the aforementioned issues. One of the most advanced technologies in video recording

commercial drones, for example, has an alleged autonomy of 34 minutes, measured at

constant speed of 18 km/h, at sea level and without any wind (DJI, 2020a). Considering

a round-trip, it would be able to reach places just past 5 km, in ideal conditions.

There are different approaches when dealing with flight autonomy of drones,

from creating aircrafts with Vertical Take-Off and Landing (VTOL) capabilities using tilt

rotors (CHEN; JIA, 2020), to innovative designs that can benefit from its own enhanced

features to a more efficient flight (LYU et al., 2017). The project at GIPSA-lab suggests

a classical solution with specific characteristics, aiming to design and control a hybrid

quadcopter with not only propellers, but also wings that are responsible for the main lift

force after take-off. This design allows for the propellers to be more efficiently used for
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the Magnus-effect. It is similar to standard wings in the sense that it also generates

lift and drag forces whose magnitude depend on a specific system variable. This kind

of structure was already thoroughly studied for use in Airborne Wind Energy (AWE)

systems, as in (GUPTA et al., 2017). In Figure 3 there is an example of what the Magnus

wing can look like.

Figure 3 – Magnus-effect wing prototype.

Source – GIPSA-lab archive (2020).

Given the symmetry of the wing along the axis of rotation, it is evident that the

angle of attack, so important for common wings, is not relevant for the aerodynamical

effects on the Magnus wing. Instead, both lift coefficient (CL) and drag coefficient (CD)

are functions of another variable of interest, namely the spin ratio (X), that represents

the ratio between the speed of the surface of the wing and the apparent wind in contact

with it. The Magnus spin ratio is mathematically defined later on.

OUTLINE

The rest of this work is organized as follows.

Chapter 2 presents an overview of the base-model for the quadcopter, then

introduces the adaptations for the hybrid drone model and the corresponding elements

that need a more thorough explanation. The chapter finishes by presenting comparisons

between the original and the hybrid drone, and also the hybrid drone with itself in

different scenarios.
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Chapter 3 brings the development of models in the ROS and Gazebo environ-

ment, introducing the architecture used for the high-fidelity simulation software while

using real-life controllers based on ROS.

Chapter 4 presents the motivation for the development of new methods of trajec-

tory generation, and the approach based on speed, acceleration and jerk constraints

for a continuous trajectory, along with examples for 1 and 3 dimensions.

Chapter 5 presents the data obtained from lab tests with wing prototypes, and

analyzes the results to draw conclusions over key aspects of the system. Among the

results, models for important variables such as the coefficients of lift and drag are

presented with detail.

Chapter 6, finally, presents conclusions and possible future steps on the devel-

opment of the project.
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2 SIMULINK MODEL

The Simulink model used in this work was built beforehand, based on a quad-

copter model from a specific study within the laboratory, explained later on. Before we

dive into the details of this simulator and the achieved results, we will first take a look

into the base concepts that are necessary for a thorough understanding of it. That is

the mathematical model with its considerations about reference frames and rotation,

the definition of lift and drag forces as well as the apparent wind, and fundamentals of

the Magnus effect.

2.1 QUADCOPTER MODEL

The mathematical model for the quadcopter used in this thesis is based on the

detailed study of the dynamics of quadcopters, presented and explained in Chapter 2 of

(MONTCEL, 2019), and was implemented in MATLAB - and also specifically Simulink -

environment prior to the start of this work. This model allows for important customiza-

tions related to the drone structure, such as sizes and mass, maximum speed of the

propellers and more.

The principle is to define the physical equations of a 6 Degrees of Freedom (DOF)

rigid body, and then include the contributions that represent the difference between the

rigid body and the quadcopter, as many as the desired precision of the model. Examples

of those contributions are the effect of the motors and the propellers, deformation of

components and air friction. Among the most important elements are, naturally, the

thrust and the torque generated by the fast-rotating propellers.

One of the main objectives of the model is, at low-level, to transform the rotation

speed of the 4 propellers into thrust and torque vectors, to be translated into resulting

force and moment for the entire drone. At a higher level, the goal is to transform attitude

reference into acceleration reference, or vice-versa depending on the situation, so that

it eventually turns into torque and thrust, leading to the desired rotation speed for each

propeller.

2.2 EARLY ADAPTATIONS

At first, the new hybrid drone model needs very basic updates to resemble the

expected behaviour. The mass of the wings need to be added to the total mass of

the drone, the lift and drag forces need to be considered when balancing the dynamic

equations, and the estimation of the state of the batteries must take into account the

extra power usage of the Magnus wings. This new setup - to be improved afterwards -

gives us a starting point on the potential of this hybrid drone.

For the mass of the wings, the first prototypes were mounted and weighted, then
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this value was added to the model accordingly. The lift and drag forces were added

along the other forces when computing the resulting acceleration of the drone, and they

are further detailed in the next sections.

2.2.1 Reference Frames

The first element to define is the reference frame. When modelling this system it

is important to stress that there are two reference frames at stake. One is the inertial

frame of the Earth, denoted by I, using North, West, Up (NWU) coordinates such that

the unit vectors i1, i2 and i3 correspond respectively to North, West and Up directions.

This frame is adequate to represent the trajectory of the drone in a “natural” way. In

Figure 4 we have a simple diagram showing the construction of this (and others, unused)

reference frame(s).

Figure 4 – Representation of different reference frames using local tangent planes.

Source – (MONTCEL, 2019).

The other frame of interest is the body frame, denoted by B, used to describe

the dynamic effects on the drone. In Figure 5 we can see a representation of the body

frame of reference, where W1, W2, W3 and W4 are the positions of each motor, Cg is

the center of gravity of the quadcopter, and the unit vectors are defined as b1, b2 and
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b3, in a configuration referred as X, since the direction of front is halfway between two

motors, as opposed to +, when the front direction is along a motor branch. The blue

arrows represent the sense of rotation of each motor.

Figure 5 – Definition of body frame and relevant elements.

W

W
W

W b

b

b

Cg

Source – Adapted from (MONTCEL, 2019).

2.2.2 Rotation Matrix

In simulation, world elements such as the wind and trajectory states (linear

velocity, position and attitude) are defined in the inertial frame (I), while aerodynamic

effects such as the lift and drag forces are computed in the body frame (B).

To transform from one frame to the other we use a rotation matrix, following a

specific convention for Euler angles, namely the Tait-Bryan angles. This means that

when in zero degrees of elevation, we have the drone in horizontal attitude. More

specifically, we use the sequence identified as Z-Y-X intrinsic1.

From I, we apply a rotation ψ around the Z-axis (represented by i3). This rotation

is expressed through the matrix Rz(ψ). The resulting coordinates are rotated around

the new Y-axis by an angle θ, through the matrix RY ′(θ). Finally, we apply a rotation

φ around the X-axis of the previous coordinates, through the matrix RX ′(φ). Given the

conventions used for the Euler angles, the resulting rotation matrix from the inertial to

the body frame is computed as:

R = Rz (ψ) · RY ′(θ) · RX ′(φ) , (1)

1 Intrinsic in this context means that each successive rotation is made in respect to the current rotating

system of coordinates and not the original one, as opposed to extrinsic.
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which yields:

R =







c(ψ)c(θ) c(ψ)s(θ)s(φ) – s(ψ)c(φ) c(ψ)s(θ)c(φ) + s(ψ)s(φ)

s(ψ)c(θ) s(ψ)s(θ)s(φ) + c(ψ)c(φ) s(ψ)s(θ)c(φ) – c(ψ)s(φ)

–s(θ) c(θ)s(φ) c(θ)c(φ)






, (2)

where s and c represent sine and cosine, respectively (e.g., s(n) represents the sine of

n).

This matrix allows us to transform from any coordinate in the inertial frame I

to the corresponding coordinate in the body frame B. This can be done with the unit

vectors for the 3 directions as b1 = R · i1 and b2 = R · i2 and b3 = R · i3.

2.2.3 Magnus Effect

Before defining the important forces related to the wings, we first study the

physical principle to generate lift on the wing: the Magnus effect. This effect presents

itself with the movement of a rotating body through a fluid. A simple and well-known

example of the effect is when a football curves from its path because it was shot with

rotation, or the commonly known topspin used by tennis players. When the ball is

spinning in the air, a force appears, one that changes its path in a manner that an

otherwise non-rotating ball would not. The direction of the force depends directly on the

axis and sense of rotation.

The Magnus effect is a direct consequence of Bernoulli’s principle, for it is caused

by the different speeds of the fluid around the body, since on one side the fluid is

accelerated and on the other, decelerated, generating a difference in pressure and,

therefore, a force.

This effect has been studied in the past decades with various use cases, one

example being power contribution systems for large ships, as described in detail in

(TRAUT et al., 2014).

The direction of the lift force that appears is simultaneously orthogonal to that of

the apparent wind and the rotation of the body, and its sense can be described as:

FL = – (ωM × va) , (3)

where FL indicates the direction of the lift force, ωM indicates the axis of rotation of the

body – in our case, the Magnus wing –, and va gives the direction of the apparent wind.

The leading negative sign appears because the direction of the apparent wind vector

va is opposed to the direction of the moving body. The proper definition of the apparent

wind is the subject of the next section.

With that in mind, Figures 6a-6c present the cases in which the direction of the

wind is along the X, Y and Z-axis, respectively. The red arrow indicates the sense of
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V ∈ R
3. Equation 4 defines the apparent wind:

va = vw – V ,

va =







vax

vay

vaz






=







vw x

vw y

vw z






–







V x

V y

V z






,

(4)

and using the rotation matrix, in an analogous way as the transformation from i1 to b1,

we can take the apparent wind vector to the body frame B.

For the computation of lift and drag forces, there is yet another concern. Any

substantial lift can only be generated by the interaction of the wind orthogonally to

the rotating axis. Since the wings are to be mounted over the Y-axis of the drone

(correspondent to b2, illustrated in Figure 5), the portion of the wind that generates lift

is in the XZ-plane. As seen in Figure 6b, it is clear that the wind in the direction of the

Y-axis does not generate lift.

For that reason, the apparent wind vector needs to be decomposed, such that

only its XZ-plane projection, represented by vaXZ , is used for computing spin ratio and

lift and forces. However, it is not correct to assume that no substantial drag is generated

by the wind in Y direction (or lateral wind) and, to compensate that, another component

of the drag force – represented by FDY
– is computed using only the apparent lateral

wind (vaY ).

For all simulations, a fixed coefficient for drag from lateral wind was used, based

on experimental data, but no further study on the coefficient of drag for the lateral wind

was developed during this thesis.

2.2.5 Lift and Drag Forces

To compute lift and drag forces, first we need to define these forces and their

relation with other important variables. Equations 5 and 6 show how to compute these

values:

FL =
1

2
ρ‖vaXZ ‖

2SM CL , (5)

FDXZ
=

1

2
ρ‖vaXZ ‖

2SM CD , (6)

where FL is the lift force, FDXZ
is the drag force related to wind in XZ-plane, ρ is the air

density, ‖vaXZ ‖ is the Euclidean norm of the apparent wind velocity vector projected on

the XZ-plane, SM is the projected surface area of the wing, computed as SM = 2 rM ·ℓM ,

where rM is the radius of the base of the Magnus wing, and ℓM is the length of the wing.

Throughout all this work, assume units from the International System of Units (SI) if

absent.



Chapter 2. Simulink Model 27

The values for CL and CD come from a general trend based on a study of

research papers on the subject – rotating cylinders in high Reynolds number regime

– as more detailed in (GUPTA et al., 2017). The proposed values are based on two

polynomials, one of fourth degree for CL, one of third degree for CD, over the variable

X, the Magnus wing spin ratio, defined as:

X =
ωM · rM
‖vaXZ ‖

, (7)

being ωM the angular speed of the Magnus wing (expressed in radians per second).

The polynomials are presented in Equations 8 and 9, respectively:

CL(X) = 0.0126 X4 – 0.2004 X3 + 0.7482 X2 + 1.3447 X , (8)

CD(X) = – 0.0211 X3 + 0.1873 X2 + 0.1183 X + 0.5 . (9)

In Figure 7 we can see both of the polynomials. Here, a specific usage range is deter-

mined for the spin ratio as [0,6], as in the aforementioned study.

Figure 7 – Polynomials for lift and drag coefficients CL and CD in respect to the spin

ratio X.
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2.3 SIMULATIONS

After the Simulink model was updated, simulations were made in different sce-

narios in order to gather data on the behaviour of the new model – with the Magnus

wing – in comparison to the old one – without the wing –, but also between the new
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model in different situations, changing parameters such as the rotation speed of the

Magnus wing and more.

Since this was a preliminary study of the hybrid drone model, the trajectory

chosen for the simulations was very simple, defined by a take-off phase to the desired

height followed by a straight path flight along the X-axis (the front) at the desired cruise

speed, ending in an idle phase (fixed position) as long as the take-off phase. There is

no landing phase due to limitations of both models.

2.3.1 Comparison with and without wing

The first simulations aimed at comparing one version of the hybrid drone with

the original drone model, and the metrics are the thrust generated by the propellers,

the pitch angle of the drone and the overall power consumption of the system.

Thrust Force

Here, the thrust force is the resulting force in the Z-axis (upwards) that the drone

generates through its propellers using the electric motors to which they are attached.

This is an important aspect because the goal of the hybrid drone is to reduce the power

usage and increase flight autonomy, by providing thrust that is not generated by these

propellers, but by the Magnus wing.

Figure 8 – Thrust force on Z-axis on original and hybrid model. Simulation lasts for 4

minutes.
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In Figure 8 both models ran for 4 minutes with desired height hd = 10 m and

cruise speed vx = 10 m/s. The hybrid model had the rotation of the Magnus wings at
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ωM = 880 rad/s, only during horizontal flight. The take-off phase lasts from 0 to 20

seconds, then horizontal flight from 20 to 220 seconds, and then idle phase until 240

seconds.

It is clear from Figure 8 that the thrust generated by the propellers is significantly

reduced on the hybrid model when compared to the original model, during horizontal

flight. Also note the increase in thrust in the beginning and ending of the simulation on

the hybrid model, more evident in the close-up of Figure 9. This is due to the increase

in total mass of the drone on the hybrid model, since it has the two Magnus wings in

addition to the main drone structure.

Figure 9 – Close-up of the first 30 seconds of simulation, when thrust has a higher

component on the hybrid model.
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This increase in thrust is the expected behaviour, and it should occur whenever

the Magnus wings are not producing upwards lift force.

Since the simulation is set such that the drone flies on a straight path along its

X-axis (forwards) after take-off, the lift force generated by the Magnus wings is along the

Z-axis (upwards), as we can understand given the previous explanation on the Magnus

Effect. For that same reason, the potential lift during take-off would be along the X-axis,

slightly forcing the drone backwards. Since this is not a desired effect, the rotation of

the Magnus wing was only turned on after the take-off phase was over.
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Pitch Angle

The pitch angle, from the Euler Angles convention, represents the rotation along

the Y-axis of the drone, and is responsible for the balance between horizontal accelera-

tion and compensation of weight. That happens because by rotating along the Y-axis,

the drone can change the direction to which the generated thrust points, given the fixed

position of the propellers. In Figure 10 there is an illustration of the pitch angle using a

side-view, represented by the θ symbol.

Figure 10 – Diagram illustrating the pitch angle on a simplified frame of a drone.

Source – (TYTLER, 2020).

Therefore, since the hybrid drone can use the propellers and the wings for the

compensation of weight, it is expected an increase in the pitch angle, allowing the

propellers to be more efficiently used for horizontal acceleration. In Figure 11 we can

see the pitch angle on both the original and the hybrid model, using the same simulation

as the previous comparison of thrust forces.
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Figure 11 – Pitch angle on both models during 4 minute simulation.
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While on the original model the pitch angle would remain around 5°, on the

hybrid model, this value can rise up to around 60°. This means that after take-off phase,

the hybrid drone can put its propellers to work much more on horizontal acceleration,

and less on weight compensation, when compared to the original model.

One issue that arises with this scenario of a high pitch flight is the aerodynamical

drag. When moving forward, the effective contact area of the drone with the air is directly

related to the sine of θ. Therefore, its increase leads to an increase in the contact area,

increasing the drag. Furthermore, the drag is also related to the square of the relative

speed, and if we desire a higher speed, it would increase the pitch angle and then cause

both factors to amplify the drag forces on the drone. With that in mind, a limitation on

the pitch angle can be introduced in the system, in order to prevent these high drag

flight situations.

Power Consumption

The power consumption is computed through simple estimators based on exper-

imental values attained from batteries used for powering drones in the laboratory. The

purpose of this analysis is to have an idea of the amount of power the hybrid drone

needs to perform the same trajectory under similar conditions, also in comparison to

the original model. The overall power usage of the original drone is computed based

on the square of the rotation speed of the propellers, whilst the hybrid drone adds up

the power of the Magnus wings, also related to the square of its rotation speed.

The generated lift depends on two main factors – the speed of the drone relative
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to the air and the rotation speed of the wings. The increase in any of these factors should

cause an increase in the lift force generated by the wings. However, it is important to

note that the increase in relative speed implies an increase in rotation speed of the

propellers, which means that both factors will affect significantly the power consumption

of the drone.

Still, increasing the cruise speed will not affect the power consumption related

to the Magnus wings if their rotation speed is left unchanged, but will yield an increase

in lift force. The increase in cruise speed, though, will also result in extra drag on the

wings, that might increase the power consumption of the propellers.

Figure 12 – Power consumption for the 4 minute simulation on both models.

0 20 40 60 80 100 120 140 160 180 200 220 240

20

40

60

80

100

Time [s]

P
o
w

e
r

[W
]

Original
Hybrid

Source – original.

In Figure 12 we can see a comparison of the total power consumption of the

drone – only the propellers for the original model and propellers plus wings for the hybrid

model – in similar scenarios. The hybrid drone, between take-off and idle phases, uses

up to 20 W less power (around a 33% decrease).

In Figure 13 we can see the two components of the hybrid model power con-

sumption: the propellers and the Magnus wings.
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Figure 13 – Components of power consumption of the hybrid model on the 4 minute

simulation.
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Another way of looking at power consumption is through the battery life of the

drone. For safety reasons, the minimum battery level for any maneuver that is not

part of landing phase is 20%. This rule keeps a safe margin for the drone to land, on

most scenarios. Therefore, we can analyze the travelled distance, as well as the flight

autonomy, for both models to have an idea of what the difference in power usage means

during flight.

For the comparison, both models ran a simulation that was 21 minutes long,

in order to catch the long-term effects of the power usage through the estimation of

battery life. Since the hybrid model has larger mass, when the wings are not operating

the battery is drained faster. However, as soon as the Magnus wings are turned on

and start effectively generating lift for the drone, the decrease rate of the battery life

is reduced. That reduction, after around 235 seconds (less than 4 minutes), puts the

hybrid model in advantage over the original one. This can be seen in Figure 14, that

shows the battery life estimation for the first 300 seconds of the simulation.
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Figure 14 – Estimation of battery life of both models for the first 5 minutes of a 21 minute

simulation.
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Since the battery life decreases at constant rate for both models after the Magnus

wings start operating, the long term effect can be – even intuitively – derived from this

graph. This closer look at the initial 5 minutes shows that the Magnus wings make for a

decrease in the absolute value of the slope of the battery life curve, only on the hybrid

model, naturally.

2.3.2 Different scenarios with wing

Moving on, more simulations had the goal of understanding how different param-

eters – such as cruise speed and spin ratio – influence the hybrid drone model.

The reference scenario uses cruise speed as vx = 10 m/s and rotation of the

spin ratio X = 2.0 (which means that the Magnus wing rotation is ωM = 880 rad/s). In

all scenarios, height is set at hd = 10 m. The simulations are 4 minutes long, and count

with take-off, cruise flight and idle phases, as the previous ones.

Lift Force

In Figure 15 we can see the lift force on Z-axis, generated by the Magnus wings,

in three different scenarios: the reference one, in solid blue, with cruise speed as vx =

10 m/s; and two more, with smaller cruise speeds of 8 m/s and 5 m/s, in dashed red

and dash-dotted brown, respectively. Here, the spin ratio is kept constant as X = 2.0,

which means the rotation speed is set according to each cruise speed.



Chapter 2. Simulink Model 35

Instead of absolute values, the graph presents the lift generated by the Magnus

wings in terms of the compensated weight of the drone. That is, the weight that the

Magnus wings are lifting, besides their own weight. This spare lift represents the

general lift gain of the hybrid model in respect to the original one.

Figure 15 – Lift force generated by Magnus wings on Z-axis, three different scenar-

ios. Force is expressed in terms of percentage of the drone’s weight, only

considering spare lift.
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In the reference scenario, the lift in cruise flight phase settles around 3.86 N,

which is translated to nearly 55% of the drone’s weight, since the wings have a mass

of 0.120 kg, and the rest of the drone of 0.493 kg. With cruise speed of 8 m/s, the

weight compensation reaches 26.8% of the drone’s weight, while with cruise speed of 5

m/s, the lift generated is not enough to compensate the weight of the wings, hence the

negative values during cruise flight. In all cases, when the wings are turned off (take off

and idle phases), the weight compensation marks negative 24.34%, indicating the ratio

between the weight of the wings and the drone: 0.120
0.493

· 100 = 24.34%.

In Figure 16, the comparison brings the reference scenario – in solid blue –,

along two other with spin ratio X = 2.5 and 1.5 – in dashed red and dash-dotted brown

–, meaning the rotation speed of the Magnus wings is ωM = 1000 rad/s and 600 rad/s,

respectively.
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Figure 16 – Lift force generated by Magnus wings on Z-axis, three different scenarios.

Reference scenario (solid blue) against scenario with spin ratio X = 2.5

(dashed red) and 1.5 (dash-dotted brown).
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Naturally, the increase in spin from 2.0 to 2.5 leads to an increase in lift force,

while the decrease from 2.0 to 1.5 leads to a decrease in lift force. That can be easily

concluded from the polynomial that defines lift coefficient, around the interval [1.5, 2.5]

for spin ratio (in Figure 7). For the increased spin ratio, the hybrid model compensates

around 76.50% of the drone’s weight, while for the decreased spin ratio, around 33.32%.

Drag Force

In Figure 17 we can see the drag force on X-axis, generated by the Magnus

wings, again in the same three scenarios: the reference one, in solid blue, with cruise

speed as vx = 10 m/s; and two more, with smaller cruise speeds of 8 m/s and 5 m/s,

in dashed red and dash-dotted brown, respectively. The drag is negative because the

positive X-axis is forward, and the drag force opposes the movement of the drone.
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Figure 17 – Drag force generated by Magnus wings on X-axis, three different scenarios.

Reference scenario (solid blue) against scenario with cruise speed Vx = 8

m/s (dashed red) and 5 m/s (dash-dotted brown).
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As expected, the absolute value of the drag force increases as the cruise speed

is increased, since the relative speed is increased.

Next, in Figure 18, the increase in spin ration leads to an increase in drag force,

and a decrease in spin ratio leads to a decrease in drag force, similar to the lift force

behaviour, and also supported by the drag coefficient polynomial, presented in Figure

7.
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Figure 18 – Drag force generated by Magnus wings on X-axis, three different scenarios.

Reference scenario (solid blue) against scenario with spin ratio X = 2.5

(dashed red) and 1.5 (dash-dotted brown).
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Lift/Drag Ratio

When analyzing the effects of a wing, one interesting parameter is the ratio

between lift and drag forces generated by the wing. In this case, it depends on how we

compute the coefficients for Lift and Drag, since all the other parameters are equal for

both forces.

In the previous comparisons, when altering cruise speed, the spin ratio was kept

constant. Therefore, there were no changes in the ratio between lift and drag. However,

in comparisons between scenarios with different spin ratios, the lift/drag ratio changes.

In Figure 19 we can see the lift/drag values for the three already presented scenarios,

X = 2 (reference), X = 1.5 and X = 2.5.
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Figure 19 – Lift over drag ratio related to the Magnus wings, reference scenario (solid

blue) against scenarios with spin ratio X = 1.5 (dash-dotted brown) and X

= 2.5 (dashed red).
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It is clear that the decrease in spin ratio causes an obvious decrease in the

lift/drag ratio, which makes sense given the computations of lift and drag coefficients. If

we divide the polynomials, we can see that the slope of the curve from 1.5 ≤ X ≤ 2.0

is greater than the slope from 2.0 ≤ X ≤ 2.5, which corroborates the data in Figure 19.

We can also note from Figure 20 that just before X= 2.5 we have a global maximum on

the function.
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Figure 20 – Ratio between CL and CD (dash-dotted brown) along with CL and CD
polynomials (solid light red and dashed light blue, respectively).
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From that, we reinforce that the model for the coefficients for lift and drag forces

are a key aspect of the hybrid model, and that the apparent wind (cruise speed in the

simulations, since there was no actual wind) and the spin ratio are important in-flight

aspects to track the efficiency of the Magnus wings.
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3 GAZEBO/ROS

As we saw in the previous chapter, the original drone model used for the analysis

was implemented using Simulink in Matlab environment, as was the first implementation

of the hybrid model. Although Simulink is a very powerful tool, it lacks some key aspects,

such as portability, for exporting models into a controlled open-world simulator as,

for example, Gazebo offers. Therefore, the next step was to create a model for the

hybrid drone on a more versatile platform. The choice naturally led to the ROS/Gazebo

platform, already used in the laboratory, and very well established in the community in

respect to robot simulation.

The goal is to simulate the drone in a Software in the loop strategy, using the tools

used in the laboratory to control the real drone on the simulated hybrid one. The Gazebo

structure, basically, allows us to create a model file that contains physical properties,

defining links and joints and its relations, and also adding the so called plugins to the

model. Plugins are chunks of code that execute specific tasks on the Gazebo world or

model. They are usually implemented in C++ language and can effectively use the ROS

packages to communicate and control aspects of the simulation.

3.1 HYBRID DRONE MODEL

Firstly, the wings of the hybrid model were added to the original model as a

permanent addition, but soon it became clear that a better approach would be to have

an attachable module of the wings, allowing the developers to add it to any other aircraft

models, as desired. That also required an easily customizable model, and Gazebo does

not offer a very straight-forward solution to that type of demand.

The currently used format to describe models on Gazebo is called SDF, and it is

“an XML format that describes objects and environments for robot simulators, visualiza-

tion, and control” as stated in (OSRF, 2020). As usual in Extensible Markup Language

(XML) formats, there is no built-in feature to parameterize arguments and create func-

tions or variables, therefore making the description of the model very repetitive and

hard to maintain or update. One of the consequences of this is that any numeric value

representing an important parameter, for example the mass of the wing, needs to be

copied as a number to each point in the XML description. Should this value be updated,

the developer would need to carefully follow all the model description, understanding

the meaning of each tag, to update all its instances.

In order to avoid this extensive unpractical work, the solution found and im-

plemented was to embed Ruby code to the XML description, allowing to escape the

limitations of raw SDF by adding specific signatures that tell the compiler where it

should look for the compilation of a Ruby script. This feature is implemented using the

ERB command, from the ERB library, which is an implementation of Embedded Ruby
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same model could be attached twice, with different position and orientation. However,

the structure for the fixation of the Magnus wings on the real hybrid drone prototype is

such that both wings are first attached to a common frame, which is then attached to

the drone.

In order to follow closely the structure of the prototype, for the hybrid model file, a

single model containing both wings and the common frame was created, referenced as

wings model. Further modularization could be achieved by constructing a single wing

and using it twice for the wings model, yet it was considered unnecessary.

We can now take a look at the main drone model, to which the wings will be

attached. The model is present in PX4 Drone Autopilot’s repository sitl_gazebo, avail-

able at (PX4, 2020), and is named “Iris”. This repository uses another repository re-

sulted from (FURRER et al., 2016) to model the rotors of the drones. The Iris model was

already used for simulations in the laboratory, related to drone modelling and control.

Hence the choice to keep it for the hybrid drone simulations. In Figure 1, the simple

visuals of the Iris model were presented.

In order to compose the hybrid structure, then, we can see a simplified model

of the Magnus wings (and the common frame for fixation), in Figure 24. The model

is composed by a base link – which is the support structure –, two cylinders that

represent the Magnus wings – each one with its own Thom disc at the outer edge –,

and four red markers – two in each disc, for visual effects. It is worth noting that the

joints, that connect each wing to the base link, don’t need visual elements, therefore

they don’t appear in the image. Still, the model has two revolute joints located at the

center of the wings, inner edge.
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plugin describes the behaviour of the wings when interacting with movement around

the simulated world, with wind and with the attachment to the drone. Only one plugin is

needed, and it is attached twice to the model, once in each wing.

Since the plugin needs to communicate with elements external to the simulation

– such as reference command for the rotation speed of the wings –, a communication

platform based on ROS topics was implemented and tested, and a ROS control node

also had its implementation started, in order to control the new variables from outside of

the plugin and Gazebo simulation, taking into account the new structure of the system.

That is an important step because the goal of the plugin is to model the effects of the

physical entities of the drone model, not to properly control any variable of interest.

The main focus of the external controller is to control the lift and drag forces

generated by the wings. We saw in previous chapters that these forces depend on a

specific parameter of the wing – the spin ratio (X). Thus, the controller uses the angular

speed of the wings – commanded by DC motors – to change the spin ratio, directly

affecting lift and drag generated by the wings.

It is important to note that, in simulation, obtaining the real velocities is a fairly

trivial task, allowing for an easy computation of related variables, such as spin ratio that

depends on the apparent wind. That is not the case in a real world scenario, and the

implementation of control and estimation algorithms, as well as instrumentation related

to the measured variables, is a critical concern when moving on from the simulation

environment.

Continuing the plugin description, one important aspect is that it is responsible

for computing the forces of lift and drag, on each wing, and applying it to the correct

points on the model, taking into account the different frames of reference. The differ-

ent frames arise from different ways to represent data in an adequate way since, as

already discussed, some variables can be naturally understood from a specific frame

of reference, while others make no sense in that same frame.

As an example about this difference in coordinate frames: the link’s velocity

vector (velocity vector of a wing) is defined in a global reference frame, while the

application of forces is given in the local/body frame, therefore a rotation is needed.

The data available to the plugin is in the form of a 3-dimensional Pose, that provides a

quaternion indicating the rotation of the body relative to the global world frame. In the

scope of the plugin, there are methods that transform quaternions to rotation matrices

and rotate them, along with many other functionalities, making the change between

reference frames a trivial task inside the plugin.

Any other forces or moments caused by the Magnus wings are also computed by

the plugin and applied making the above considerations. Specifically, the dynamics of

the angular speed of the wings are also described by the plugin, and therefore the real

value of this speed can differ from the value published by the controller on the designed
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4 TRAJECTORY GENERATION

One of the challenges regarding control of a quadcopter drone is trajectory gen-

eration. The position controller is limited due to the physical limitations of the hardware

on the drone. Thus, if there is no concern about continuity or physical constraints on the

given references, it might lead to inadequate – and even dangerous – in-flight situations.

The drone has limitations on speed and acceleration, that are at times neglected at

the trajectory generation phase. Seeking to produce a feasible trajectory for the drone

during this phase, a script to adapt trajectories (defined as points in 3D space) to speed,

acceleration and jerk constraints was developed, by use of spline interpolation.

4.1 ALGORITHM

The basic structure of the process starts with a set of points (there are varia-

tions for 1D, 2D and 3D points) and the constraints on speed, acceleration and jerk.

The first step is to create a time reference, which is how long the drone would take

to visit all points by flying at the maximum allowed speed in a straight line between

each two points. This value is used as the minimum travel time, though it is, in most

cases, unachievable. Then, the degree of the polynomials used to create the splines, to

interpolate the points, can be chosen. Values can range from 3 to around 20, but exper-

iments indicated that a degree around 6 generates good results. To ensure continuity

on speed and acceleration, at least 3rd degree is necessary for the position curve (to

be generated). However, that usually does not comply with jerk limitations. A 4th order

spline position curve ensures a linear jerk. It was observed that, with 2nd or 3rd degree

jerk profiles, the constraints were more easily respected.

The next step is to create a curve using spline interpolation. The first dimension

of the function is always time, and subsequent dimensions are added as desired. This

curve will portray a continuous flight path passing by every point from the initial refer-

ence, and finishing at the so-called current travel time (which will be compared to

the minimum travel time).

Then the derivatives, until the 3rd order, are computed and checked against

each respective constraint. Since the function is piecewise polynomial, it is trivial to

compute its derivatives. If there is any violation of the constraints, the current travel

time is increased, as to allow the function to stretch along the time vector, decreasing

the derivatives and making it smoother – possibly landing the derivatives all inside their

boundaries. This stretching is done by multiplying the current travel time by a factor

(usually very close, but always above 1). From this point on, the algorithm repeats the

steps of computing the derivatives, checking them against the constraints and stretching

the time vector – if necessary. Given this dynamic of “stretching” the time vector, the

algorithm is referred to, originally, as Time-Stretching Trajectory Generation.
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It is interesting to note that an execution using a factor very close to 1 will usually

take more iterations to complete, while a greater factor should require less iterations.

However, the closer the factor is to 1, the closer to the real minimum travel time the

output gets. This real minimum travel time is the lowest travel time that generates

a trajectory adequately bounded by the derivative constraints for that specific spline

function. Given the continuity of the function, if the initial minimum travel time violates

the constraints of the drone, the following is guaranteed:

tini ≤ treal ≤ tcur ,

with tini representing the minimum travel time, treal the real minimum travel time,

and tcur the current travel time.

Another point is that the use of spline interpolation ensures that the complexity

of the curve doesn’t scale too much, since the interpolation uses (n-1) points at a

time for a nth degree spline, connecting each segment in a convenient way. That –

besides allowing for curves with many segments, making them larger than an approxi-

mation purely on high-order polynomials could achieve – also helps avoiding Runge’s

phenomenon.

One of the highlights of the algorithm is that it allows for choosing the degree of

the polynomial used for the spline generation. It is also possible to define values for the

derivatives at any number of specific points (such as start and end), making it easy to

integrate different trajectories (generated through this method or not). For soft start and

end, for example, it can be defined that speed and acceleration must be zero at the first

and last points. In Algorithm 1, there is a simple pseudocode of the script:



Chapter 4. Trajectory Generation 50

Algorithm 1: Time-Stretching Trajectory Generation

Input :A set of points in space p ∈ P, a desired polynomial degree n, a

sample frequency fs, stretching factor kt , constraints vmax , amax ,

jmax .

Output :A set of points of the spline curve s ∈ Sp representing the

trajectory, a time vector T .

1 tini ← 0;

2 for i ← 1 to (length(P) - 1) do

3 tini ← tini +
|pi+1 – pi |

vmax
;

4 end

5 tcur ← linspace(0, tini , fs · tini);

6 ptraj ← spline(n, tcur , P);

7 vtraj ← diff(ptraj , tcur);

8 atraj ← diff(ptraj , tcur);

9 jtraj ← diff(ptraj , tcur);

10 while (failsConstraints(vtraj , vmax)

11 OR failsConstraints(atraj , amax)

12 OR failsConstraints(jtraj , jmax)) do

13 tcur ← tcur ·kt ;

14 ptraj ← spline(n, tcur , P);

15 vtraj ← diff(ptraj , tcur);

16 atraj ← diff(vtraj , tcur);

17 jtraj ← diff(atraj , tcur);

18 end

19 s← ptraj ;

20 T← tcur ;

On the pseudocode, the description of some functions is absent in order to

simplify the structure. In Table 1 those descriptions are presented more thoroughly. The

main development of the algorithm took place under MATLAB, though the names of the

functions do not necessarily correspond to the known definition under MATLAB, since

adaptations were made for the sake of presentation of the pseudocode.
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Table 1 – Description of functions used in Algorithm 1.

length(X) returns length of the largest dimension in X.

linspace(a,b,n) returns array with n points equally spaced

by b – a
n – 1

.

spline(n,T,X) returns a spline curve f of nth degree such

that f(T(i))=X(i), for all i.

diff(X,T) returns array of approximate derivatives of

X in respect to T.

failsConstraints(X,c) returns True if the absolute value of any

point in array X is greater than c. Else, re-

turns False.

Source – original.

In this simplified code there is also no reference to the application of bound-

ary conditions on the function, though the actual script developed does take that into

account and enables one to set boundary conditions for any of the derivatives of the

function.

4.2 TESTING

In order to test the algorithm, the values chosen for the constraints were taken

from real constraints of the drone, either from its hardware or from specific controllers

that limit certain outputs. These values are presented in Table 2.

Table 2 – Constraints on the maximum magnitude of each variable used for the trajec-

tory generation algorithm.

Variable Value

Speed [m/s] 7

Acceleration [m/s2] 10

Jerk [m/s3] 20

4.2.1 1D Test

The results vary with the choice of the reference points used as input, naturally.

For the first test, a 1D set o reference points was defined. In order to run the algorithm,

another important parameter is the sample frequency, related to the overall update rate

of the system. For this test, the value of the sample frequency was set as fs = 100 Hz.
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Since the minimum travel time considers a linear movement between each two

points in the position reference, the original reference points are interpolated linearly,

producing the profile in Figure 26.

Figure 26 – Linearly interpolated function, in solid red, of the reference points, round

markers in red.

0 1 2 3 4 5 6 7 8 9 10 11 12

0

10

20

Time [s]

P
o

s
it
io

n
[m

]

Linear Interpolation

Reference Points

Source – original.

This interpolation leads to specific speed and acceleration profiles, that we can

see in Figures 27 and 28, respectively. For the speed profile, the limits set by the

constraints are present, while for the acceleration, given the magnitude of the data, they

are absent.
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Figure 27 – Speed derived from the piece-wise linear position function, in solid blue,

dashed red shows the limit set by the constraint.

0 1 2 3 4 5 6 7 8 9 10 11 12

–15

–10

–5

0

5

10

Time [s]

S
p

e
e

d
[m

/s
]

Speed
Limits

Source – original.

Figure 28 – Acceleration derived from the piece-wise linear position function, in solid

green.
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In this scenario, the original duration of the trajectory, the minimum travel time,

is tini ≈ 12.86 seconds. It is clear from the speed and acceleration profiles that the

drone will not follow this trajectory as it is. In order to help the drone follow a given
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trajectory and avoid unexpected behaviour, we can use the developed algorithm to

adapt this trajectory.

Running this trajectory through the algorithm, it iterates a total of 24 times, with

the stretching factor set to kt = 1.05. The degree for the spline interpolation was chosen

as n = 6. The total stretching in the time vector amounts to (kt )
24 = (1.05)24 ≈ 3.22.

This means that the time to complete the trajectory went from said 12.86 to tcur ≈

41.46 seconds, getting closer to what a drone with those constraints is actually able to

perform.

In Figure 29 we can see the new position reference generated by the algorithm,

along with the original trajectory and the reference points indicating the desired position.

Note that the original trajectory was stretched until it reached the duration of the new

trajectory, only for visual aspects in the graph.

In Figure 30 we have the derived position profile, along with the visual represen-

tation of the speed constraints. Note that both the initial and final speed are zero, as

this was specified as boundary condition for the algorithm.

Figure 29 – Position output, after using the “Time-Stretching Trajectory Generation” al-

gorithm, in solid red, original trajectory (stretched for visual purposes) in

dashed light blue, and red dots as the reference points.
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Figure 30 – Speed output, after using the “Time-Stretching Trajectory Generation” algo-

rithm, in solid blue, and dashed red indicates the speed constraint.
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In Figure 31, there is the acceleration profile, also with boundary conditions

that lead both start and end to zero. In Figure 32 we have the computed jerk for

the same output. Note that it appears that these constraints are such that the speed

limit is the actual bottleneck, since both acceleration and jerk profiles progress while

keeping a reasonable margin from its limits. Also, given the difference in amplitude of

the acceleration and, even more, the jerk curves in respect to their constraints, the

graphs are shown without the limit lines, emphasizing the profile itself. The jerk, since

the order of the spline chosen was 6, is a piece wise cubic spline, while the acceleration

is a 4 degree spline.
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Figure 31 – Acceleration output in solid green.
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Figure 32 – Jerk output in solid magenta.
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4.2.2 3D Test

In order to show another perspective on the use cases of this algorithm, a similar

simulation is presented, but using 3D points as initial reference, instead of the 1D

example seen in the previous section. The expansion for multiple dimensions can

be done in more than one way. For this example, the approach was to separate the
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components of the trajectory – namely, X, Y and Z directions – and create a specific

spline curve for each one.

The trajectory chosen for this case was more complex, but not particularly un-

common in respect to obstacle avoidance or even stunt performance. In Figure 33

we can see the original reference points and the corresponding curve after linearly

interpolating those points.

Figure 33 – Original trajectory build with linear segments, solid line from green to ma-

genta. Reference points in black.
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The profiles of linear speed and acceleration that result from this trajectory are in

Figures 34 and 35. Here, the norms of speed and acceleration vectors are used, since

the constraints apply on the linear parameters, not on specific axis. A per axis type of

constraint could be easily implemented into the algorithm, if desired.
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Figure 34 – Original linear speed profile, in solid blue, along with speed constraint in

dashed red.
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Figure 35 – Original linear acceleration profile, limits are absent given the scale of the

ordinate axis.
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Although the speed profile is not that far out of the defined limits, the acceleration

profile reinforces that this trajectory is not feasible. The jerk profile is omitted since it

would be redundant, in a way, given the acceleration profile.
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In this scenario, the original duration of the trajectory, the minimum travel time,

is tini ≈ 4.41 seconds. Running this trajectory through the algorithm, it iterated a total

of 38 times, with the same stretching factor as the previous test, kt = 1.05. The degree

for the spline interpolation was also kept at n = 6. The total stretching in the time vector

amounts to (kt )
38 = (1.05)38 ≈ 6.39. This means that the time to complete the trajectory

went from said 4.41 to tcur ≈ 28.15 seconds, getting closer to what a drone with those

constraints is actually able to perform.

The new 3D trajectory is shown in Figure 36, along with the original reference

points. In the following Figures 37, 38 and 39 we have the new linear speed, acceleration

and jerk profiles, all adequately bounded by their constraints. The limits were hidden

for the speed and acceleration given the scale of the plot, whilst they were kept for the

jerk, for the same reason.

Figure 36 – New trajectory, solid line from green to magenta, with reference points in

black.
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Figure 37 – New linear speed profile, solid blue.
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Figure 38 – New acceleration profile, solid green.
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Figure 39 – New jerk profile, solid magenta, along with its constraints, dashed red.
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Again, the algorithm succeeded in creating a continuous reference trajectory

with the desired boundary conditions, taking into account the physical constraints of a

drone in respect to linear speed, acceleration and jerk.
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5 TESTS ON THE PROTOTYPE

In order to create a dynamic model that corresponds to the behavior of the

hybrid drone, a couple of parameters regarding its functionalities are necessary. To

achieve that, we have measured variables of interest during the lab tests related to

power consumption, spin ratio and aerodynamical forces.

The main goal was to come up with a model for the power consumption of the

wings and for the coefficients of lift and drag forces. Those elements would enable a

fair enhancement to the hybrid drone model.

5.1 SETUP

The tests were carried out using a wind tunnel, consisting of nine 800 W brush-

less motors distributed over a surface of 1.2 m2. The maximum wind speed achievable

at the time of the tests was approximately 7.0 m/s. The tests were conducted on a

single wing prototype, the cylinder being fixed orthogonally to the expected wind flow.

The length of the wing was 0.15 m, with a radius of 0.025 m. For all the tests, the wing

had Thom (THOM, 1934) discs at the edge of the cylinder.

In order to attain a good estimation of the parameters, the same test was con-

ducted multiple times with different wind speeds. In each iteration, the electric current

used by the wing motor was measured and, since the voltage was constant at 12 V, the

power usage was easily derived. The rotation speed of the wing was measured with an

optical tachometer, by attaching a small piece of reflective tape on the surface of the

Thom disc. The measurement of wind speed was done with a hot wire anemometer,

and displayed on an oscilloscope. Lift and drag forces were extracted from the 3-axis

force sensor, considering upward lift and forward drag (in respect to the wind speed).

In Figure 40, a picture where part of the setup is shown, with highlighted key

elements.
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Figure 40 – Picture of part of the setup, including the hot wire anemometer (highlighted

in red), the cylinder (in blue) and the 3-axis force sensor (in yellow).

Source – adapted from GIPSA-lab archive (2020).

5.2 POWER MODEL

When analyzing the scatter plot of the power data, it became evident that the

power usage of the wing does not depend on the wind speed and, therefore, the

Reynolds number. This conclusion is in line with the expectation, since at a constant

voltage, the motor current would depend specifically on the motor speed, not on external

factors such as the wind speed.

For that reason, initially all the data points were used to set up a model for power
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usage in respect to the rotation speed of the wings. By analyzing the scatter plot of the

data, a group of outliers appeared: four measurements that indicated a higher power

usage than the overall expected trend of the data. Table 3 shows those values.

Table 3 – Power outliers.

Wings Speed [rad/s] Power [W]

691,2 4,20

703,7 4,20

722,6 3,84

722,6 3,96

During the tests it was noted that the structure in which the wing and force sensor

was mounted was very prone to undesired vibrations, depending on the rotation speed

of the wing. Those vibrations strongly affected the force measurements, compromising

part of the data, besides the fact it could damage the structure and the components. It

was noted that between 670 rad/s and 730 rad/s these oscillations were very strong,

given some level of resonance with the structure. It is speculated that this could cause

an increase on the power consumption. Given that, the outliers were removed from the

data set in order to adjust a model.

After different approaches on the fitting strategy, it was decided to use a 3rd

degree polynomial to fit the data, a non linear ever increasing trend for power usage

over wing speed. The model also comprehends an intercept value greater than zero, as

expected, meaning the power usage is positive when the motor is idle – in accordance

with the expected behaviour. This is desirable because real electric motors, along with

their drivers, consume power while idle, given the imperfect efficiency of the circuits,

unwanted impedances and other non-ideal elements. The 3rd degree polynomial can

be described as:

P(ωM ) = 1.057 · 10–9 ·ωM
3 + 1.510 · 10–6 ·ωM

2 + 1.148 ·ωM + 2.420 · 10–1 , (10)

with ωM as the rotation speed in radians per second and P(ωM ) the power usage.

In Figure 41 we have the scatter plot of the data along with the polynomial fit,

also indicating the ignored outliers.
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Figure 41 – Scatter plot of the power data (blue dots), outliers (green crosses) and 3rd

degree polynomial fit (solid red line).
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The computation of the model and the necessary statistics for its evaluation were

made using R – a “free software environment for statistical computing and graphics”

(documentation of R, 2020). After the definition of the model, it is interesting to test

whether or not the model is good or even useful and, for that, different tests can be

used. At first, we can evaluate the coefficient of determination, known as R
2. This

coefficient ranges from 0 to 1. The closer it is to 1, the greater the portion of the total

mean variability of the response variable is explained by the independent variable. The

coefficient of determination is defined as:

R
2 =

TSS – RSS

TSS
, (11)

where TSS stands for total sum of squares and RSS for residual sum of squares,

defined respectively as:
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TSS =

n
∑

i=1

(Yi – Ȳ )2 ,

RSS =

n
∑

i=1

(Yi – Ŷi )
2 ,

with n being the number of data points, Yi the ith sample, Ȳ the mean of the response

variable and Ŷi the value predicted by the model at i.

For the polynomial model, then, the computed value of the coefficient of determi-

nation is 0.9991, very close to 1, which indicates that the model is adequate to portray

the data.

Another tool to test the utility of the model, we can use Analysis of Variance

(ANOVA), through an F-test. The hypothesis tested with the F-test in ANOVA are:






H0(null hypothesis) : speed does not affect power,

H1(alternative hypothesis) : speed affects power.

Using the anova command in R, we get the details of the analysis and the values

of interest. To draw a conclusion, there are two options, either comparing the F-value of

the model with the reference value of the F-distribution (the F-value should be greater

than or equal to the reference value in order to reject the null hypothesis), or comparing

the p-value and the significance level (the p-value should be less than or equal to the

significance level to reject the null hypothesis).

The so called p-value is very useful in null hypothesis significance testing, and it

is defined as the probability of attaining results as extreme as the observed values, con-

sidering the null hypothesis to be correct. This is why it is compared with the significance

level. In this specific case, considering a significance level of 5%, as it is commonly

done, the null hypothesis can be rejected given the p-value of 2.2 · 10–16 < 0.05.

By rejecting the null hypothesis, at the significance level of 5%, we can conclude

that the model is significant, there is enough evidence to say that the variation of the

rotation speed influences the variation of the power usage.

Next, we test the normality of the residuals. One key assumption related to this

model is that the response variable should have normal distribution. That is, its mean

value is correlated to the value of the explanatory variable, and the dispersion around

it follows a constant variance, normally distributed. For this analysis, the important

variable will be the standardized residuals related to the model.

The standardized residuals take the units out of residuals of the response vari-

able (power usage, here, measured in Watts) and transforms it into a variable with

standard deviation σ = 1. This means that, if the variable follows a normal distribution,

we would expect around 95% of its standardized residuals to be within ±2σ from the

mean.
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The standardized residual can be computed in various ways, one – the chosen

one for this work – is:

ǫ̂⋆i =
ǫ̂i

S
√

1 – hii

, (12)

with ǫ̂⋆i as the standardized residual for the ith data point, ǫ̂i the residual for the ith data

point, S the estimated standard deviation of the errors and

hii =
1

n
+

(xi – x̄)2

∑n
j=1(xj – x̄)2

, (13)

where n is the number of data points (in this case, n = 63), xk the value of the explana-

tory variable – here, the rotation speed – at the kth sample and x̄ is the mean of the

explanatory variable.

We can then plot the standardized residuals in respect to the predicted values of

the response variable. In this graph, in Figure 42, we want to confirm 4 main aspects:

• the residuals do not present any specific pattern, they appear random;

• the amount of positive residuals is approximately equal to the amount of negative

residuals;

• the absolute value of the positive residuals is approximately equal to the absolute

value of the negative residuals;

• all residuals are within the interval [-3;3].
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Figure 42 – Scatter plot of standardized residuals, computed as indicated in Equation

12, in respect to the predicted values of power usage.
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Source – original.

Even though the residuals do not appear to present a specific pattern, the amount

and absolute value of positive and negative residuals are nearly the same and they

are all within the interval of ± 3 standard deviations, it is adequate to properly test

the normality of the variable. For that, there is the Shapiro-Wilk test of normality. The

hypothesis for the test are as follows:






H0 : the variable is normally distributed

H1 : the variable is not normally distributed.

Hence, the aim is not rejecting the null hypothesis in this test, in order to verify

the normality of the distribution of the residuals. Using the shapiro.test command in

R we get the p-value related to the test, which should be greater than the significance

level in order to not reject the null hypothesis. In this case, the p-value is 0.1879 > 0.05,

which allows to conclude that, at significance level of 5%, the residuals are normally

distributed.

After this analysis, one can reason that the 3rd degree polynomial model for

power usage over rotation speed is useful, adequate and valuable. These same steps

to test the validity of the model can be applied to other data sets, related to other

variables of interest, aiming to produce good models for the hybrid drone.
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5.3 LIFT AND DRAG

For the coefficients of lift and drag, as expected, the wind speed was an important

variable, related to the Reynolds number, that is known to affect the dynamic behaviour

of wings and alike. Given the limitations of the setup for the tests in the laboratory and

the measuring instruments, the amount of data gathered under different circumstances

was limited. The measurements took place under 8 different wind speeds – from 3.5

m/s to 7.0 m/s, taking steps of 0.5 m/s –, but only around 7 samples per wind speed,

trying to distribute them evenly until either the maximum speed of the driver of the

motors or the maximum spin ratio desired was reached.

The maximum spin ratio desired was set at 10, mostly because the experiments

led to a lot of data between 1 and 9 and the reference polynomial models, of 4th order

for CL and 3rd for CD, are based on data in a range of 1 to 6, for the most part. Another

reason is that the expected (and later observed) behaviour indicated that the maximum

lift over drag ratio
(

CL

CD

)

should be around spin ratio of 2.

In Figure 43 we can see a graph showing the lift over drag ratio, taken from

the measurements during the lab tests, grouped by wind speed. The values are plot-

ted alongside the polynomial approximation relative to lift over drag ratio on the first

simulation, in Simulink.
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Figure 43 – Experimental data for lift over drag ratio, per wind speed (solid), and origi-

nally simulated polynomial (dashed).
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As already commented, we can see the peak of lift over drag ratio very close

to spin ratio of 2, in most wind speeds. Since this maximum point is related to a more

efficient flight, its estimation and the control of the spin ratio around it are crucial for the

development of a proper controller for the hybrid drone.

5.3.1 Lift Model

After analyzing the data on lift coefficient along with the reference model, it was

decided to use 3rd degree polynomial functions to capture its behaviour, one for each

wind speed. Table 4 presents the coefficients for each obtained model, indicating the

respective wind speed and the R
2, computed as presented in Equation 11. For each

group of coefficients, the polynomial can be constructed as:

CL(X) = b3 · X
3 + b2 · X

2 + b1 · X + b0 . (14)
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Table 4 – Coefficients of each 3rd degree polynomial for coefficient of lift (CL) in respect

to spin ratio(X).

Wind Speed [m/s] b3 b2 b1 b0 R
2

3.5 0.02843 -0.51739 2.89271 0.06872 0.9891

4.0 0.02397 -0.44307 2.55887 0.02870 0.9985

4.5 0.02069 -0.39373 2.35503 0.05988 0.9932

5.0 0.01722 -0.33612 2.09466 -0.04032 0.9839

5.5 0.02595 -0.49658 3.03231 -0.23378 0.9601

6.0 0.02722 -0.51828 3.22907 -0.38934 0.9562

6.5 0.02904 -0.55684 3.45653 -0.42473 0.9596

7.0 0.02886 -0.54856 3.38068 -0.44957 0.9634

Though limited in number of observations, which reduces the strength of the

conclusions to be drawn, all the models presented pass the ANOVA test, given the same

level of significance of 5%. In Figure 44 we can see all 8 models, in ascending order

of wind speed, along with the data points used to generate them and the polynomial

model used during the first simulations.
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Figure 44 – Polynomial models (solid) for lift coefficient based on experimental data

(points). Originally simulated polynomial for comparison (dashed).
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(a) Wind speed of 3.5 m/s.
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(b) Wind speed of 4.0 m/s.
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(c) Wind speed of 4.5 m/s.
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(d) Wind speed of 5.0 m/s.
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(e) Wind speed of 5.5 m/s.
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(f) Wind speed of 6.0 m/s.
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(g) Wind speed of 6.5 m/s.
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(h) Wind speed of 7.0 m/s.

Source – original.

It is interesting to note from the models presented that the correlation between

the wind speed and the coefficient of lift does not appear to be linear. That can be

visualized as there are few variations from 44a to 44c, then a “step-down” in 44d

followed by a considerable increase from 44e to 44h. In order to make further analysis,

more data would be necessary, as this was not possible given the test setup and the

limitations of the hardware used. However, these models present a first look at the

dynamics between an important control variable – the spin ratio – and an essential

element from the hybrid drone system – the lift force.

Also important to emphasize the difference between the original model used in
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simulation and experimental data and models, more specifically for lower wind speeds

and higher spin ratio. Even though the original model has a significant higher slope

between spin ratio of around 3 and 5, the models agree, mostly, on the lower spin ratio

region. It becomes clear that for a more thorough model, the wind speed must be taken

into account.

5.3.2 Drag Model

The model for coefficient of drag followed a similar approach to that of the lift

coefficient. However, given its characteristics, smaller degree polynomials were used in

some cases, since the dispersion and overall trend of the data points could be described

with a simpler model. The decision weighted the capacity of the model to describe the

data while taking into account the possible loss of information in simpler models, but

penalizing more complex models for the possibility of overfitting.

Table 5 presents the coefficients of each model, given the different wind speeds,

and also the value of the respective coefficient of determination (R2). To construct the

polynomial model for CD, we use the same structure from Equation 14. One thing it is

important to clarify is that, given the lack of proper data points for wind speed of 3.5

m/s, the measurements above spin ratio of 10 were kept, exceptionally.

Table 5 – Coefficients of each 2nd or 3rd degree polynomial for coefficient of drag (CD)

in respect to spin ratio (X).

Wind Speed [m/s] b3 b2 b1 b0 R
2

3.5 0 -0.01113 0.39528 2.49223 0.8688

4.0 0 -0.05301 0.91648 1.43744 0.9475

4.5 0 -0.04476 0.84611 1.23758 0.9710

5.0 0 -0.05400 0.94566 0.47680 0.9460

5.5 0.02114 -0.40854 2.76855 -1.78902 0.9923

6.0 0.01974 -0.38707 2.67655 -1.24516 0.9954

6.5 0.01523 -0.32075 2.39875 -1.02596 0.9894

7.0 0.00872 -0.20460 1.81314 -0.61022 0.9878

In the presented configuration, all models for coefficient of drag also pass the

ANOVA test, with the same level of significance of 5%. Similarly, though, the number

of observations is a clear limitation for the relevance of the models. In Figure 45, all 8

models are presented along with the data points, for each value of wind speed, and the

original polynomial used in the first simulation. The first model, 45a is the only one with

different scale on X-axis.

Again, the original model strays away from the experimental data and models,

but here the differences are much more evident for all values of spin ratio. Even for low
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spin ratio the experimental data shows a considerable gap, differing from the lift models

comparison. This serves to emphasize the importance of new, updated simulations that

uses the gathered data in order to enhance the mathematical models.

Figure 45 – Polynomial models (solid) for drag coefficient based on experimental data

(points). Original polynomial for comparison (dashed).
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(a) Wind speed of 3.5 m/s.
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(b) Wind speed of 4.0 m/s.
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(c) Wind speed of 4.5 m/s.
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(d) Wind speed of 5.0 m/s.
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(e) Wind speed of 5.5 m/s.
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(f) Wind speed of 6.0 m/s.
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(g) Wind speed of 6.5 m/s.
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(h) Wind speed of 7.0 m/s.

Source – original.

Again, it is hinted that the correlation between coefficient of drag and the wind

speed is not linear, or at least not between large intervals of wind speed. Also, though

some models are 2nd degree polynomials, it would be interesting to, by gathering more

data, fit 3rd degree models for all wind speeds, since it seems to fit very well and can
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more easily guarantee an ever increasing drag.

More evidently in the model represented in 45d, the quadratic fit seems to not

follow the trend of the last data points, instead leaning towards its maximum value, while

the data suggests a continuous increase. This fact reinforces the limited reliance we

can have on the results, and that the models should not be much extrapolated beyond

their respective intervals. Still, more evidently for the higher wind speeds, the models

give a reasonable start for the modelling work that needs to be integrated with the

control architecture for the hybrid drone.
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6 CONCLUSION AND FUTURE STEPS

After all the work done during 6 months, the project advanced greatly on the path

towards the its goals, even though during the internship a lot of unforeseen problems

arose, leading to delays and changes in the short-term road map. Still, it also lead us

to improve in fields that were needed, even if not predicted.

The changes proposed and simulated in this work will require new control and

estimation architecture for the hybrid drone in order to optimize its functionalities, which

will also be a major concern for possible future steps as adapting a standard commercial

drone for the same application, with the design of a module that can be added to

an already functional drone. These topics are of interest for the project but are not

discussed in this thesis. Another topic that needs addressing is the gyroscopic torques

due to the rotation of the drone during the operation of the Magnus wings. These torques

might have significant magnitude, and could be modelled using geometric aspects of

the wing and feedforward controllers could be used in order to diminish their effects on

flight control.

The simulations under Simulink provided a reasonable impression on the be-

haviour of the hybrid drone, whilst emphasizing some key problems that needed to

be tackled. The results indicated a promising perspective on the overall efficiency and

autonomy of the hybrid drone. Furthermore, a new feature, the Gazebo simulator –

model, plugin and communication structure –, now allows for more realistic simulations

on different environments, while using parameters and controllers directly from the real

drones. This should grow more important as the project evolves, even more considering

a detachable module for the wings, and it can play a key role in the exhibition of the

state of the project, for interested parts.

On trajectory generation, a new algorithm allows for smooth trajectories related

to real drone constraints, taking a first step into a very relevant issue related to the

drone world. Another point that would fit for future work on the subject would be a

“local” time-stretching algorithm, aiming at expanding the time vector only around the

violations on the constraints, instead of along the whole vector, as the current version,

emphasizing the efficiency of the approach.

Next, we have preliminary lab tests in the wind tunnel, that also gave important

data on the real world variables and issues related to the system. With data from the

physical system and updated models, the simulators should be more accurate when

using similar setups, providing meaningful results on the topic. As commented, new

tests could use the data already gathered and increase even more the reliability of the

models in order to evolve the whole simulation and control structures. Gathering data

related to the drag forces generated by the lateral wind (as defined in Chapter 2) could

also enhance the model and improve the understanding of the physical aspects of the
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Magnus wings.

For a more comprehensive work, future steps could include a review on the

control structure of the simulators, updating the architecture to properly, and thoroughly,

take into account the new effects related to the wing. That is also valid for the estimating

strategies, since the somewhat controlled environment of the laboratory, during tests,

provides more data than what is currently available during flight missions. The most

important step would be the wind estimator, since it impacts greatly on the control of

the spin ratio. Afterwards, these updates could be tested in real world scenarios and

then improved.

Overall, the development has taken big steps towards a working prototype, and

the team is now much more aware of the favorable aspects as much as the issues of the

current system, which will certainly shape the decisions on the next phases. This thesis

plays an important role in defining some of these aspects and issues, and provided

background for new advances in the field.
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