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RESUMO

As interações entre os ŕuxos de água da bacia hidrográőca e a hidrodinâmica dos
lagos podem ser estudadas com modelos hidrológicos e hidrodinâmicos acoplados. Porém
o acoplamento de modelos geralmente resulta no aumento da complexidade, tanto
conceitual quanto computacional e a aplicação desses modelos exige uma estrutura
robusta de modelagem, conhecimentos avançados de programação, maior quantidade de
dados, conőgurações extensas e na maioria dos casos, tempo computacional signiőcativo.
O progresso das tecnologias de computação e das técnicas de modelagem indicam que a
computação de alto desempenho em clusters e dispositivos massivamente paralelos como
as Unidades de Processamento Gráőco (GPU) podem ajudar a amenizar o problema
do tempo computacional. Por outro lado, métodos de automatização podem reduzir a
complexidade na aplicação dos modelos acoplados, quando estabelecem a troca contínua
(seamless) de dados entre os modelos hidrológico e hidrodinâmico. Esta tese tem como
principal objetivo realizar o acoplamento entre um modelo bidimensional de ŕuxo de águas
superőciais baseado nas equações de águas rasas (SW2D) e o modelo hidrodinâmico
EFDC-MPI (versão paralelizada do Environmental Fluid Dynamic Code). Para isso,
duas etapas principais foram realizadas: (i) desenvolvimento do modelo bidimensional de
águas rasas acelerado por GPGPU; (ii) acoplamento do modelo resultante SW2D-GPU
com o modelo EFDC-MPI e automatização da criação dos arquivos de conőguração e
de entrada de dados e parâmetros. O modelo SW2D-GPU simula os ŕuxos de água
na bacia hidrográőca considerando o processo de evaporação, captação de água e de
forma simpliőcada também considera as perdas por interceptação e inőltração. O modelo
EFDC-MPI pode simular ŕuxos uni, bi e tridimensionais e é capaz de simular o
processo de umedecimento e secagem em lagos podendo lidar com eventos transitórios e
intermitentes de entradas de água vindas de rios ou encostas da bacia hidrográőca. O
acoplamento destes dois modelos resultou no modelo SW2D-EFDC de alto desempenho
computacional para realizar simulações da hidrodinâmica de ecossistemas lacustres. O
modelo SW2D-EFDC pode ser usado em desktops, clusters com múltiplos processadores
e GPUs. Desta forma, permite simulações hidrológicas e hidrodinâmicas em grandes
áreas e com alta resolução espacial; simula a hidrodinâmica em ecossistemas lacustres
com pouca disponibilidade de dados medidos e simula as interações entre lago e bacia
hidrográőca. O modelo SW2D-EFDC foi testado em simulações da hidrodinâmica da lagoa
do Peri considerando as inŕuências das entradas de água vindas da bacia hidrográőca
em diferentes cenários de vento e transporte de traçador virtual. Os testes do modelo
acoplado reforçam que ele é uma ferramenta promissora para estudar os processos
hidrológicos e hidrodinâmicos em corpos d’água como lagos, lagoas e reservatórios, bem
como, as interações com a bacia hidrográőca.
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RESUMO EXPANDIDO

INTRODUÇÃO

Compreender as interações entre a hidrodinâmica dos lagos e os processos hidrológicos
que ocorrem na bacia é fundamental para a gestão dos ecossistemas lacustres, visando o
desenvolvimento sustentável e a qualidade de vida (LI et al., 2016; MONTANARI et al.,
2013). Essas interações podem ser estudadas com modelos hidrológicos e hidrodinâmicos
acoplados capazes de usar tecnologias modernas de computação de alto desempenho
em clusters e em dispositivos massivamente paralelos, como Unidades de Processamento
Gráőco (GPU).

Modelos computacionais são ferramentas essenciais para entender a hidrologia da bacia
e investigar a eőcácia de ações corretivas para melhorar a qualidade da água e avaliar
os efeitos de mudanças nos regimes hidrológicos sobre a disponibilidade hídrica em lagos
e reservatórios (BENNINGTON et al., 2010; COUTURE et al., 2014; RODRIGUES et

al., 2021). O desenvolvimento tecnológico e o consequente aumento da capacidade dos
computadores de realizar grandes quantidades de cálculos também passaram a exigir
o desenvolvimento de modelos matemáticos e computacionais compatíveis, capazes de
utilizar tais tecnologias (O’DONNCHA et al., 2019). Este é um aspecto fundamental a
ser considerado nos próximos anos, em que o desenvolvimento cientíőco e tecnológico
na área de recursos hídricos estará intimamente relacionado à criação de ferramentas
computacionais focadas em gerar conhecimento sobre processos hidrológicos e relações
ecossistêmicas em bacias hidrográőcas em um cenário de mudanças climáticas e de
preocupações com a segurança hídrica e energética (GETIRANA; LIBONATI; CATALDI,
2021).

Nesta tese, foi realizado o acoplamento entre um modelo bidimensional de escoamento
superőcial baseado em equações de águas rasas (SW2D-GPU) e o modelo hidrodinâmico
tridimensional EFDC-MPI de alto desempenho computacional. O desenvolvimento deste
trabalho foi feito em duas etapas: (i) implementação e paralelização do modelo bidimen-
sional de águas rasas em linguagem CUDA C/C++ para computação de alto desempenho
em GPU, e (ii) acoplamento do modelo SW2D-GPU com o modelo hidrodinâmico EFDC-
MPI para proporcionar a modelagem hidrodinâmica 3D do lago considerando os ŕuxos
difusos de água vindos da bacia hidrográőca, transporte de solutos e inŕuências do
vento.

O modelo computacional resultante do acoplamento foi denominado SW2D-EFDC e
tem as seguintes potencialidades: (i) permite simulações hidrológicas e hidrodinâmicas em
grandes áreas e com alta resolução espacial; (ii) simula a hidrodinâmica em ecossistemas
lacustres com pouca disponibilidade de dados medidos; (iii) simula as interações dos
ŕuxos entre bacias hidrográőcas e lagos; (iv) é ideal para simulações utilizando GPU
e clusters com milhares de processadores (CPUs) e também pode ser utilizado em
computadores comuns de escritório; e (v) é um modelo de código aberto disponibilizado
em um repositório GitHub (<https://github.com/LabHidro/SW2D-EFDC>). O modelo
SW2D-EFDC foi testado na bacia da lagoa do Peri, principal fonte de água doce da
ilha de Florianópolis/SC, considerando as inŕuências das entradas de água vindas da
bacia hidrográőca em diferentes cenários de vento e transporte de traçador virtual.

OBJETIVO

Desenvolver um modelo acoplado 2D-3D Bacia-Lago em arquiteturas multi-core e GPU para
modelagem hidrológica-hidrodinâmica acoplada de ecossistemas lacustres.



METODOLOGIA

Desenvolvimento do modelo 2D de águas rasas acelerado por GPU (SW2D-

GPU)

O modelo SW2D-GPU foi desenvolvido com base em uma versão sequencial do modelo bidi-
mensional (2D) de águas rasas previamente implementado em Fortran (LEE, 2013; NOH et al.,
2016). Realizei a paralelização e reescrevi completamente o código numérico do modelo na lin-
guagem de programação CUDA C/C++. Também propuz e implementei uma formulação para
estimar a evaporação potencial em função da temperatura e da radiação solar. Além disso, foi
incluída a opção de adicionar um número ilimitado de séries temporais de vazão em diferentes
locais da rede de drenagem. A versão paralela do modelo manteve a mesma ordem de tarefas da
implementação sequencial original para fornecer uma comparação de desempenho entre as duas
versões.

As principais etapas do código em CUDA C/C++ são mostrados na Figura 4. As partes do
código com maior demanda computacional são executadas na GPU com processamento paralelo
e as demais partes são executadas na CPU com processamento sequencial. A versão sequencial
do modelo tem a mesma sequência de operações, mas todas as etapas são processadas na CPU.
Tanto o modelo SW2D-GPU paralelizado quanto a versão sequencial são implementados com
precisão dupla.

O diagrama na Figura 4 ilustra a estrutura do modelo e a sequência de operações para
aproximar a solução das equações de águas rasas usando o método Leapfrog em um esquema de
diferenças őnitas. Primeiro, os dados de entrada são lidos e armazenados na memória da CPU
e, em seguida, os dados usados no processamento paralelo nos kernels implementados em CUDA
C/C++ são copiados para a memória da GPU. Em seguida, a solução das equações de águas
rasas é realizada de forma iterativa na qual os cálculos distribuídos no espaço são executados
em paralelo na GPU, mas a evolução temporal ocorre sequencialmente na CPU, de modo que os
cálculos de u, v e h são realizados para todas as posições do domínio computacional de forma
alternada de acordo com o método Leapfrog.

Para exempliőcar a aplicabilidade e testar o desempenho do modelo SW2D-GPU em com-
paração com a versão sequêncial, foram utilizados dois estudos de caso: (i) simulação de inundação
em área urbana em que a área de estudo foi o campus da Universidade Federal de Santa Cata-
rina; e (ii) simulação integrada dos ŕuxos de água entre bacia hidrográőca e lago para estimar a
variação dos níveis da água em função de variáveis meteorológicas e captação de água para con-
sumo humano, tendo com área de estudo a bacia da Lagoa do Peri. A análise de desempenho foi
baseada em: (i) comparação entre o tempo total que cada versão do modelo (paralelo e sequen-
cial) leva para completar as simulações de teste; e (ii) comparação dos tempos de computação
das funções processadas na GPU em relação aos tempos das funções equivalentes do modelo
sequencial executado na CPU.

Acoplamento dos modelos SW2D-GPU e EFDC-MPI

O modelo SW2D-EFDC foi desenvolvido para aproveitar o poder de processamento paralelo
de GPUs e de cluster com várias CPUs. A estrutura do modelo é ilustrada na Figura 16. O
módulo de acoplamento foi implementado no modelo SW2D-GPU, e contém as funções para
mapear as fronteiras entre bacia e lago e para automatizar os processos de criação da malha do
domínio computacional e das entradas necessárias para as simulações acopladas (Figura 16).

O esquema de acoplamento usado aqui contém funções que automatizam o processo de criação
de entradas do modelo EFDC-MPI durante a execução do modelo SW2D-GPU. As entradas que
não dependem da solução das equações de águas rasas ou da identiőcação da fronteira bacia-
lago (tais como: os arquivos que deőnem a malha, a decomposição do domínio computacional
e as condições iniciais de temperatura, salinidade e concentrações de corantes (traçador)) são
criadas na inicialização do modelo SW2D-GPU. As séries temporais de salinidade, temperatura



e concentração de corante que são condições de contorno aplicadas apenas nas fronteiras entre a
bacia e o lago, e as séries temporais de ŕuxo que dependem da solução das equações de águas
rasas são criadas no őnal da execução do modelo SW2D-GPU.

O modelo SW2D-EFDC acopla os ŕuxos de água entre a bacia hidrográőca e o lago (Figura
18a) e também estabelece uma ligação com as trocas de calor (Figura 18b) e os processos de
transporte no lago. O modelo SW2D-EFDC simula a hidrodinâmica 2D-3D do sistema lacustre e
fornece uma visão detalhada dos perős verticais de velocidade, temperatura e composição química
da água (no momento, apenas traçador virtual (dye)) no lago (Figura 18c). No domínio do lago
é utilizado uma discretização vertical Sigma Stretch no qual a resolução vertical é distribuída de
acordo com o número de camadas e a altura da água acima do fundo do lago em cada posição do
domímio. O cálculo para determinar a resolução vertical de cada camada é realizado internamente
pelo modelo EFDC-MPI com base no número de camadas deőnidas previamente.

Para o acoplamento dos modelos SW2D-GPU e EFDC-MPI, a resolução vertical de cada
célula do lago é dividida igualmente entre as camadas. Da mesma forma, os ŕuxos de água que
entram no lago são divididos pelo número de camadas e distribuídos uniformemente em cada
camada de células nas fronteiras entre a bacia e o lago. (Figura 18e). O modelo SW2D-EFDC
foi aplicado na simulação da hidrodinâmica da Lagoa do Peri considerando as entradas de água
provenientes da bacia hidrográőca. As simulações foram realizadas para dois cenários: (i) sem
vento; e (ii) incluindo o vento (somente na área do lago). Para ajudar a visualizar as entradas de
água e a hidrodinâmica no lago, o transporte de um traçador virtual (dye) foi incluído na simu-
lação. Durante as simulações, foram registradas as variações do nível da água no lago. Primeiro,
apenas o modelo SW2D-GPU foi usado para veriőcar se os parâmetros utilizados forneceriam
uma boa representação das variações do nível da água no lago em 2D. Em seguida, foi aplicado o
modelo acoplado SW2D-EFDC e novamente foram registrados os nível da água simulados. Dessa
forma, foi possível comparar os dois modelos e veriőcar o principio da conservação das massas e
também que as entradas de água no lago usando o modelo SW2D-EFDC são compatíveis com
as do SW2D-GPU.

RESULTADOS

O modelo SW2D-GPU demonstrou alto desempenho computacional, com simulações até 34
vezes mais rápidas do que as realizadas com a versão sequencial do modelo quando aplicado
em um domínio computacional com até 7 milhões de células (Figura 13). Além de ter uma
melhora signiőcativa no desempenho, o modelo agora também conseguiu representar o processo
de evaporação potencial em corpos d’água. O modelo obteve bons resultados na simulação de
inundação na área do campus da Universidade Federal de Santa Catarina (UFSC) considerando
entradas de água de diferentes sub-bacias, conseguindo estimar a distribuição espaço-temporal
da inundação e o nível da água em diferentes locais da rede de drenagem (Figura 9). Também
simulou satisfatóriamente os ŕuxos de águas na bacia da Lagoa do Peri onde conseguiu representar
as interações entre os ŕuxos de água da bacia hidrográőca com o lago, obtendo como principais
resultados, a distribuição espaço-temporal dos ŕuxos na bacia hidrográőca e a variação dos níveis
da água no lago, considerando a interferência humana por meio da captação de água (Figura 12).

O nível do lago foi bem representado tanto pelo modelo SW2D-GPU quanto pela versão
acoplada SW2D-EFDC (Figura 21). O acoplamento entre os dois modelos foi bem estabelecido
de modo que não houve perdas signiőcativas de água na interface entre a bacia hidrográőca
e o lago. Veriőcou-se uma pequena diferença nos níveis simulados após 80 h (Figura 21), em
que os níveis simulados pelo modelo acoplado SW2D-EFDC são ligeiramente superiores. Após
veriőcar que o acoplamento foi bem sucedido no que diz respeito à representação da variação dos
níveis da água, foi possível explorar outros aspectos da hidrodinâmica do lago e visualizar onde
ocorrem as principais entradas de água e como a concentração de corante (traçador) se propaga
no interior do lago. A Figura 22 apresenta os resultados das simulações dos ŕuxos de água na
bacia e a hidrodinâmica do lago em cenários com e sem vento em que, além das velocidades da



água, também foi simulado o transporte de traçador virtual. Esta simulação mostra os locais onde
ocorrem as principais entradas de água no lago e também revela a importância de se considerar as
entradas difusas de água, principalmente em condições em que a dinâmica das águas é fortemente
inŕuenciada pelo vento.

CONSIDERAÇÕES FINAIS

O acoplamento do modelo SW2D-GPU com o modelo hidrodinâmico EFDC-MPI propor-
cionou a modelagem hidrodinâmica 3D da Lagoa do Peri considerando as entradas difusas de
água vindas da bacia hidrográőca, transporte de traçador virtual e as inŕuências do vento. Esse
acoplamento resultou no modelo SW2D-EFDC que utiliza processamento paralelo em arquite-
turas multi-core e GPU. Assim, minimiza o problema do longo tempo computacional, que é um
dos principais obstáculos para a aplicação de modelos acoplados em simulações do mundo real.
Outro problema inerente à complexidade dos modelos é a preparação das entradas para iniciar a
simulação, principalmente na parte do modelo hidrodinâmico 3D. No modelo SW2D-EFDC, os
processos de criação das entradas e conőguração do modelo hidrodinâmico 3D foram automati-
zados para garantir a continuidade da solução e a troca de dados entre o modelo SW2D-GPU
e o modelo EFDC-MPI sem a necessidade de intervenção humana. Assim o acoplamento dos
modelos permitiu dar um passo importante para estudar a inŕuência dos ŕuxos da bacia hidro-
gráőca na hidrodinâmica de lagos, de forma automatizada e com recursos computacionais de alto
desempenho. Porém uma série de limitações ainda permanecem e oferencem oportunidades para
estudos futuros.

Um dos desaőos para a modelagem hidrológica-hidrodinâmica acoplada é a representação
bidirecional dos ŕuxos (bacia → lago; lago →bacia). No modelo SW2D-EFDC os ŕuxos ocorrem
apenas da bacia para o lago, essa foi uma forma simples adotada para testar como o modelo
EFDC-MPI se comportaria diante de um acoplamento envolvendo toda a fronteira entre bacia
hidrográőca e lago. Os resultados dos testes mostraram bom desempenho computacinal e não
houve perda de estabilidade numérica, indicando que um esquema de acoplamento mais complexo
envolvendo a representação bidirecional dos ŕuxos é viável e recomendada para estudos futuros.
Esta melhoria, além de habilitar os ŕuxos de retorno do lago para os rios da bacia hidrográőca,
também proporcionará abordar problemas em que a área do lago varia signiőcativamente.

As potencialidades do modelo hidrodinâmico EFDC-MPI podem ser melhor exploradas e tes-
tadas a medida que houver maior disponibilidade de dados. Para isso a formulação do esquema
de acoplamento e de criação das condições iniciais pode ser melhorado para proporcionar aborda-
gens mais detalhadas da distribuição espaço-temporal das concentrações de solutos, salinidade e
temperaturas da água. Além disso, na continuidade do desenvolvimento do modelo SW2D-EFDC
a consideração do módulo de qualidade da água (que já está implementado no modelo EFDC-
MPI), é um procedimento recomendado para viabilizar estudos avançados da hidrodinâmica do
lago considerando reações ősico-quimicas e biológicas.

O desenvolvimento de uma abordagem integrada considerando as águas subsuperőciais tam-

bém é uma oportunidade para pesquisas futuras no desenvolvimento do modelo SW2D-EFDC.

Visto que o modelo EFDC tem condições de fronteira compatíveis para interagir com os ŕuxos

de águas subterrâneas o que facilita a tarefa de acoplamento com um modelo integrado de ŕuxo

de águas superőciais e subsuperőciais. Neste ponto, o modelo SW2D-EFDC pode ser integrado

com um modelo de ŕuxo subsuperőcial ou novas combinações de modelos também podem ser

testadas.

Palavras-Chave: modelo hidrológico; modelo hidrodinâmico; EFDC; computação de alto de-

sempenho; ecossistema lacustre.



ABSTRACT

The interactions between the water ŕows of the catchment and the lake hydrodynamics can
be studied with coupled hydrological and hydrodynamic models. However, coupled models are
usually more complex, both conceptually and computationally. The application of these models
requires a robust modeling framework, advanced programming skills, greater amount of data,
extensive conőgurations, and in most cases, signiőcant computational time. The progress of
computing technologies and modeling techniques indicates that high-performance computing in
clusters and massively parallel devices such as Graphics Processing Units (GPU) can help amend
the problem of computational time. On the other hand, automation methods can reduce the
complexity in the application of coupled models, when they establish the seamless exchange of
data between hydrological and hydrodynamic models. In this dissertation, the coupling between
a surface water model based on two-dimensional shallow water equations (SW2D-GPU) and
the EFDC-MPI hydrodynamic model (parallelized version of the Environmental Fluid Dynamic
Code) was performed. For this, two main steps were performed: (i) development of the two-
dimensional shallow water model accelerated by GPGPU; (ii) coupling the SW2D-GPU model
with the EFDC-MPI model and automating the creation of conőguration őles and input of data
and parameters. The SW2D-GPU model simulates the water ŕows in the catchment considering
the process of evaporation, water abstraction and, in a simpliőed way, it also considers the
losses by interception and inőltration. The EFDC-MPI model can simulate one, two and three-
dimensional ŕows and is capable of simulating the wetting and drying process in lakes, being able
to deal with transient and intermittent events of water coming from rivers or catchment hillslopes.
The coupling of these two models resulted in the SW2D-EFDC model with high computational
performance for simulating the hydrodynamics of lake ecosystems. The SW2D-EFDC model can
be used on desktops, multi-core clusters and GPUs. It allows hydrological and hydrodynamic
simulations in large areas and with high spatial resolution; simulates hydrodynamics in lake
ecosystems with little availability of gauge data and simulates catchment-lake interactions. The
SW2D-EFDC model was tested in simulations of the hydrodynamics of the Peri lake, considering
the inŕuences of water inŕows from the catchment in different scenarios of wind and tracer
transport. The tests of the coupled model reinforce that it is a promising tool to study the
hydrological and hydrodynamic processes in water bodies such as lakes, lagoons and reservoirs,
as well as the interactions with the catchment.

Keywords: hydrological model; hydrodynamic model; EFDC; high performance computing; lake

ecosystem.
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1 INTRODUCTION

Lakes and reservoirs play an important ecological and environmental role and also

support valuable economic activities for the human population, such as water collection,

energy generation, irrigation, őshing and leisure (LI et al., 2016; MESSAGER et al., 2016).

However, these ecosystems are sensitive to climate change and human activities that oc-

cur in the catchment in which they are located (COUTURE et al., 2014). Therefore,

understanding the interactions between the hydrodynamics of lakes and the hydrologi-

cal processes that occur in the catchment is fundamental for the management of these

resources, aiming at sustainable development and quality of life (LI et al., 2016; MON-

TANARI et al., 2013). These interactions can be studied with coupled hydrological and

hydrodynamic models capable of using modern high-performance computing technologies

in clusters and in massively parallel devices such as Graphics Processing Units (GPU).

Computer models are essential tools for understanding the catchment hydrology and

for investigating the effectiveness of corrective actions aimed at improving water quality

and for evaluating the effects of changes in hydrological regimes on water availability in

lakes and reservoirs (BENNINGTON et al., 2010; COUTURE et al., 2014; RODRIGUES

et al., 2021). Technological development and the consequent increase in the capacity of

computers to perform large amounts of calculations also began to require the development

of compatible mathematical and computational models capable of using such technologies

(O’DONNCHA et al., 2019). This is a fundamental aspect to be considered in the next

years, in which scientiőc and technological development in the area of water resources will

be closely related to the creation of computational tools focused on generating knowledge

about hydrological processes and ecosystem relationships in catchments in a scenario of

climate change and concerns about the country’s water and energy security (GETIRANA;

LIBONATI; CATALDI, 2021).

In this dissertation, the coupling between a two-dimensional model of surface water

ŕow based on shallow water equations (SW2D) and the three-dimensional hydrodynamic

model EFDC of high computational performance was carried out in a framework capable

of using from desktops to clusters with multiple processors, massively parallel devices

such as GPUs (Graphics Processing Unit) and supercomputers (CARLOTTO; SILVA;

GRZYBOWSKI, 2019; CARLOTTO et al., 2021; CARLOTTO; SILVA; GRZYBOWSKI,

2018). The resulting computational model is called SW2D-EFDC and has the following

potentialities: (i) it enables hydrological and hydrodynamic simulations in large areas and

with high spatial resolution; (ii) it simulates hydrodynamics in lake ecosystems with little

availability of gauged data; (iii) it simulates catchment and lake interactions; (iv) it is ideal

for simulations using GPUs and clusters with thousands of processors (CPUs) and can also

be used in common office computers; and (v) it is an open source model made available

on a GitHub repository. These potentialities allow exploring important problems that

have motivated several researches around the world, dedicated to answering the following
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questions:

• How do changes in hydrological regimes inŕuence lake hydrodynamics? (KUMMU

et al., 2014; MAURICIO et al., 2018)

• What are the relationships between water levels in the lake and water ŕows from

the catchment? (LI et al., 2014; MUNAR et al., 2019)

The SW2D-EFDC model was tested in the Peri lake catchment, the main source of fresh-

water on the island of Florianópolis/SC. The SW2D-EFDC model can be applied in

several catchments to help understand the hydrological and hydrodynamic processes in

water bodies such as lakes, lagoons and reservoirs, considering the interactions with the

catchment and the effects of human actions.

Why couple high computational performance hydrological and hydrodynamic

models?

Hydrological processes within catchments are highly variable in space and time and

inŕuence the hydrodynamics of water bodies such as lakes and reservoirs (ZHANG et

al., 2019). Therefore, approaches that disregard the heterogeneity of catchments limit the

understanding of important aspects such as: impacts of land use, vegetation, and climatic

variables on the quality and quantity of water in these water bodies (MAURICIO et al.,

2018). To insert the hydrological components of the catchment into the hydrodynamics

of the lake, most studies use data from ŕows gauged in the main rivers of the catchment

(BOCANIOV et al., 2016; KUMMU et al., 2014; LEON et al., 2011; UMGIESSER et

al., 2016). However, in many catchments this procedure is seriously restricted by the

limited availability of monitored data and human and őnancial resources to carry out őeld

monitoring (DARGAHI; SETEGN, 2011; LOPES et al., 2018). In addition, this approach

generally disregards diffuse water and nutrient inputs that may occur through slope and

groundwater transport, for example. A solution to this limitation is obtained through

methods based on coupling hydrological models and hydrodynamic models (ALARCON

et al., 2014; HWANG et al., 2021; SHIN et al., 2019; ZHANG et al., 2017). The central idea

of these methods is to model the hydrology of the catchment using a hydrological model

that estimates water levels and ŕows in places where there is no monitoring, then the

results are inserted into the hydrodynamic model as boundary conditions (MAURICIO

et al., 2018).

Several works use the coupling of hydrological and hydrodynamic models in studies

that consider the effects of catchment hydrology on lake hydrodynamics, for example:

Huang et al. (2016) coupled the two-dimensional (2D) hydrological model (Xinanjiang

model) and the EFDC (Environmental Fluid Dynamics Code) hydrodynamic model, in

which the Xinanjiang model was used to simulate the ŕows of six main rivers that were
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later inserted into the EFDC hydrodynamic model in the form of boundary conditions,

so they were able to investigate the impacts of a water transfer project on the hydrody-

namics of Lake ChaoHu in China; Zhang et al. (2017) coupled the SWAT (Soil and Water

Assessment Tool) model and the Delft3D hydrodynamic model to simulate the interac-

tions between water ŕows in ungauged areas between Lake Poyang and its catchment in

China; and Hwang et al. (2021) used the coupling of the SWAT model with the EFDC

model to evaluate the improvement of the water quality of the Ganwol estuarine reservoir

considering an agricultural system and diffuse source pollution in a catchment located in

South Korea.

Although the coupling of models provides more detailed studies of hydrology and hy-

drodynamics in lake ecosystems, it also has some limitations related to the simulation

time, as it solves the equations of the two models and exchanges data between them with

conventional programming methods that perform sequential calculations, it is usually a

time-consuming process (LOPES et al., 2018). This problem can be minimized by using

hydrological and hydrodynamic models prepared to use high performance computing and

parallel processing methods in multiprocessor clusters, supercomputers, or in massively

parallel devices such as General Purpose Graphics Processing Units (GPGPU) (CAR-

LOTTO; SILVA; GRZYBOWSKI, 2018; CARLOTTO; SILVA; GRZYBOWSKI, 2019;

CARLOTTO et al., 2021).

Why use the EFDC hydrodynamic model?

The EFDC (Environmental Fluid Dynamics Code) model is one of the most used and

technically defensible hydrodynamic models for hydrodynamic simulation (LAI; WANG;

LI, 2016). It is open source and can simulate one, two and three-dimensional ŕows, sedi-

ment transport, thermal and biological processes in rivers, lakes, reservoirs and estuaries

(HWANG et al., 2021). The EFDC model has been applied to hundreds of water bodies,

including rivers, lakes, reservoirs, wetlands, estuaries and coastal regions, being a key tool

for studies ranging from environmental and water quality assessment to support and ver-

iőcation of regulatory requirements and water resources management (AHN et al., 2021b;

HUI et al., 2021; SONG et al., 2021; ZHENG et al., 2021).

The EFDC model is capable of simulating the wetting and drying process in lakes and

can deal with transient and intermittent events of water, nutrients and sediments coming

from rivers or hillslopes (HAMRICK, 1992; HWANG et al., 2021). It can also model

the mixing process, changes in salinity and concentrations of sediment, contaminants

and estimate variables related to eutrophication of water bodies (HAMRICK, 1992). In

addition, it has a Lagrangian particle tracking model that provides the study of travel time

and the trajectory of particulate materials transported by the water ŕow (HAMRICK,

1996). Recently, parallelized versions of the EFDC model were developed by O’Donncha,

Ragnoli e Suits (2014) and Ahn et al. (2021a) to provide fast and efficient simulations
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in high-performance computing structures such as clusters with multiple processors and

massively parallel devices.

The improvements made to the EFDC model and the constant interest of the scien-

tiőc community in using it in complex real-world applications to understand biological

processes such as algal blooms and physical-chemical and water quality processes under-

score the model’s effectiveness and reliability for future applications and collaborations

that aim to integrate with other models to address even broader problems occurring at

a catchment scale (AHN et al., 2021a; CARLOTTO; CHAFFE, 2021; HUI et al., 2021;

SONG et al., 2021; ZHENG et al., 2021).

Why use the two-dimensional shallow water model (SW2D-GPU)?

The SW2D-GPU model is a model developed for parallel processing in GPU in order to

provide fast and efficient simulations of surface water ŕows in catchments (CARLOTTO

et al., 2021). The SW2D-GPU model was implemented in CUDA C/C++ language and

compared with a traditional version of the shallow water 2D model implemented for

sequential CPU processing with Fortran language. The GPU-accelerated version was up

to 34 times faster than the sequential version in tests with computational grids with active

cells ranging between 55000 and 7 million (CARLOTTO et al., 2021). This model proved

to be efficient in simulating surface water ŕows in catchments containing shallow lakes,

through tests in the Peri lake catchment. It was also successfully applied in the simulation

of urban ŕoods in the area of the Federal University of Santa Catarina (UFSC) and in the

rupture of an evapoinőltration pond located on the banks of Lagoa da Conceição, all these

study areas are located on the island of Florianópolis in southern Brazil (CARLOTTO

et al., 2021). In addition, sequential versions with CPU processing using theoretical bases

similar to those of the SW2D model have already been applied in simulations of surface

water ŕows in urban areas and with complex topographies, showing good results (LEE et

al., 2014; LEE et al., 2016).

The development of the SW2D-GPU model is part of this dissertation, so the knowl-

edge acquired (model structure, computational implementation and numerical methods)

offers research opportunities to broaden the range of applications of this model for simula-

tions including lake hydrodynamics and aspects related to water quality and transport of

contaminants. The applications of the SW2D-GPU model mentioned above are presented

in detail in Chapter 3.

Why the Peri lake catchment as a study area?

During the development of the coupled SW2D-EFDC model, several tests were neces-

sary. In order to provide agility in the development process, it is important that the tests

are carried out in an catchment of small scale in which the hydrological, meteorological
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and hydrodynamic processes that will be part of the scope of application of the resulting

model occur and that this catchment is being studied and monitored. This is the case

of the Peri lake catchment (CARLOTTO et al., 2021; CHAFFE et al., 2021; PEREZ et

al., 2020; SANTOS et al., 2021). The characteristics of this catchment meet the following

requirements for the model tests:

• It is a catchment with an area of approximately 20 km2, ideal for testing the model;

• It has a lake with a surface area of approximately 5 km2. Therefore, it is a fa-

vorable environment for carrying out hydrodynamic simulations and evaluating the

interactions between the lake and the water inŕows coming from the catchment;

• It is a shallow lake and sensitive to periods of drought. This sensitivity will allow

testing the model in the face of hydroclimatic changes, followed by veriőcation of

the impacts on the lake’s water quality;

• It has rivers, small streams and hillslope ŕows, which are being studied and moni-

tored. Therefore, hydrological processes can be studied, modeled and veriőed with

data;

• The catchment is covered by Atlantic Forest in three stages - initial, intermediate

and advanced, and coastal vegetation restinga. This makes it possible to analyze the

effects of different types of vegetation on the catchment hydrology and, consequently,

on the hydrodynamics of the lake;

• Part of the catchment is used by local residents for family farming with small plan-

tations and cattle raising. This provides the evaluation of models regarding the

representativeness of the effects of land use and occupation on the quantity and

quality of water in the lake;

• It is a coastal catchment in which the modeling of interactions between freshwater

lake and sea salt water (modeling of the saline wedge and the effects on salinity of

lake waters) is also an option to be investigated by modeling;

• It has a weather station with automatic monitoring of data on rainfall, temperature,

air humidity, solar radiation and wind speed.

In addition to meeting the above requirements, the Peri lake catchment has an important

economic, ecological and social role for the island of Florianópolis/SC, maintaining a

great diversity of species of the local fauna. The lake is the largest source of fresh water

in Florianópolis, used to supply water to more than 40000 homes in the south and east

of the island. The Peri lake catchment with an area of 20 km2 and predominant Atlantic

forest vegetation forms a suitable experimental őeld to elucidate important questions

that will help to understand the interactions between lake, catchment and atmosphere,
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as well as their ecosystem functions. Therefore, the use of the Peri lake catchment for

testing and application of the SW2D-EFDC model can represent important gains both at

a theoretical-scientiőc level and in an applied study to generate fundamental knowledge

to support management plans for this lake ecosystem.

This dissertation is structured in 5 chapters. Chapter 1 presents the introduction, the

main justiőcations and objectives of the dissertation. Chapter 2 presents a brief review

of the literature on łhydrological and hydrodynamic modeling in lake ecosystemsž high-

lighting the main studies of coupled modeling identiőed in 90 studies published in the

period from 2010 to 2021. Chapter 3 presents the development of the parallel version

of the two-dimensional shallow water model (SW2D-GPU) for processing in GPGPU.

This chapter is structured in the form of an article, with the title łSW2D-GPU: A two-

dimensional shallow water model accelerated by GPGPUž which was recently published in

the journal Environmental Modelling & Softwares. Chapter 4 presents the coupling of the

SW2D-GPU and EFDC-MPI models that resulted in the SW2D-EFDC coupled model.

This chapter is structured in the form of an article, titled łA coupled 2D-3D Catchment-

Lake model whith a parallel processing frameworkž which is under review in Computers

& Geosciences. Chapter 5 presents the general conclusions of this dissertation.

1.1 OBJECTIVES

To develop a coupled 2D-3D Catchment-Lake model in multi-core and GPU architec-

tures for hydrological-hydrodynamic modeling of lake ecosystems.

1.1.1 Specific objectives

1. To parallelize a 2D shallow water model (SW2D) for processing in GPU;

2. To couple the SW2D-GPU model and the EFDC-MPI hydrodynamic model for

simulations using multi-core and GPU architectures;

3. To verify if the diffuse water inŕows from the catchment inŕuence the lake hydro-

dynamics;

4. To verify how the wind inŕuences the water velocities in the lake and the transport

of a virtual tracer.
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2 LITERATURE REVIEW

2.1 MATHEMATICAL AND COMPUTATIONAL MODELING

One of the great challenges in hydrological science is to use advances in mathemat-

ical modeling to represent the complex processes that characterize hydrological systems

that remain only partially known (PANICONI; PUTTI, 2015). One of these processes is

the runoff generation, which involves surface and subsurface ŕows whose dynamics oc-

cur under different control factors that are still not well understood due to the lack of

studies and comprehensive comparisons between different catchments with a variety of

climatic, physiographic, hydrogeological and hydrological characteristics (CHIFFLARD

et al., 2019). Accurate simulations of catchment ŕows can provide important insights into

water paths, residence times, and origin and magnitude of ŕows, playing an important role

in estimating water and nutrient inputs into lakes (CHIFFLARD et al., 2019; RUEDA;

MACINTYRE, 2010).

Mathematical modeling has evolved rapidly in line with the rapid growth in computing

power, as well as the development of more efficient and accurate numerical methods(AHN

et al., 2021a; O’DONNCHA et al., 2019). Therefore, the development of new hydrological

and hydrodynamic models has as a fundamental requirement the use of modern, fast,

accurate and scalable numerical methods (ability to perform parallel processing in several

processors) that provide the simulation of processes in different spatial and temporal scales

(CLARK et al., 2015; PANICONI; PUTTI, 2015).

Hydrological and hydrodynamic models are essential tools for formulating and testing

scientiőc hypotheses, investigating spatio-temporal patterns and improving our under-

standing of catchment hydrology and their inŕuence on lake hydrodynamics (FATICHI et

al., 2016; MUNAR et al., 2018). According to Fatichi et al. (2016) process-based hydro-

logical and hydrodynamic models are essentially one or more mathematical expressions

that represent, and/or explicitly incorporate, the hydrological and hydrodynamic state

variables that are observable and can be used together with laws of conservation of mass,

energy, and momentum at different spatial and temporal scales to characterize the un-

derlying physical processes. However, these models are composed by the description of a

set of processes deőned according to the objectives of the study, being able to describe

the rain-runoff process, surface and groundwater ŕows, sediment transport or integrated

processes that occur on the surface and in the subsurface at scales that can range from

hillslopes to large catchments and lake ecosystems (HWANG et al., 2021; MUNAR et al.,

2018; MUNAR et al., 2019).

The way models have been developed are largely based on the decisions of modelers

who use different criteria and assumptions, resulting in a great diversity of models, with

different conceptions and structures even to represent the same processes (CLARK et al.,

2015). This has made it difficult to compare models and identify weaknesses and ways

to make improvements. One of the challenges is to identify models with similar physi-
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cal bases that can be combined to understand hydrological and hydrodynamic processes

in catchments with different characteristics and at various spatial and temporal scales

(FATICHI et al., 2016; PANICONI; PUTTI, 2015; SOARES; CALIJURI, 2021).

2.1.1 Surface water flow modeling

Surface water ŕow modeling is often used in water ŕow simulations in catchments,

lakes, lagoons and estuaries (HORVÁTH et al., 2014; LEE et al., 2016; VIERO et al.,

2014). Generally, surface water ŕow models are based on kinematic wave approximations

or on a shallow water equation to simulate catchment ŕows and may also use more complex

forms of the Navier-Stokes equations to simulate lake hydrodynamics (AHN et al., 2021a;

KIM et al., 2012). Applications of shallow water models assume that water ŕows propagate

with a much larger horizontal length scale than the vertical length scale, so they may not

be suitable for simulations in deep water bodies (BRODTKORB; SÆTRA; ALTINAKAR,

2012; KAWAIKE; INOUE; TODA, 2000; KURGANOV; PETROVA, 2009).

Saint Venant’s equations (also known as dynamic wave formulation) are used to de-

scribe the dynamics of shallow water in space and time with ŕuid motion occurring due to

gravitational forces (gravitational potential energy) (KIM et al., 2012). These equations

are obtained from the integration of the Navier-Stokes equations over the vertical direc-

tion, assuming that there are no signiőcant variations in the properties (e.g. temperature

and density) of the ŕuid with depth (HORVÁTH et al., 2014). If ŕuid properties vary with

depth, multi-level stratiőed approaches can be used (KURGANOV; PETROVA, 2009). In

the dynamic wave model, the momentum equation is balanced between the inertial, pres-

sure, gravitational, frictional, and momentum terms, while in the kinematic wave model,

the pressure, inertia, and local and convective acceleration terms are neglected (KIM et

al., 2012).

In the literature, there are numerous works that apply these theories or focus on devel-

oping improved methods to approximate the solution of these equations (BRODTKORB

et al., 2010; CARLOTTO et al., 2021; FATICHI et al., 2016; HORVÁTH et al., 2014).

A second-order semi-discrete upwind-centered scheme for one and two-dimensional sys-

tems of two-layer shallow water equations also was developed to represent ŕuids whose

properties vary with depth, the scheme preserves equilibrium and momentum conditions

(KURGANOV; PETROVA, 2009). A parallel implementation accelerated by Graphics

Processing Units (GPU) with an explicit second-order őnite volume scheme for the shallow

water equations was developed considering inclined beds and the friction and shear com-

ponents (BRODTKORB; SÆTRA; ALTINAKAR, 2012). Horváth et al. (2014) worked on

solving discontinuity problems that prevent the solution of shallow wave equations close

to dry areas. They developed a well-balanced scheme that preserves solution positivity

across dry/wet boundaries. The method created is two-dimensional and can be applied in

simulations of ŕooding and surface runoff in complex topographies. Acosta et al. (2015)

identiőed that discretization of shallow water equations using Cartesian grids with őxed
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cell sizes throughout the model domain can lead to the storage of a large amount of

unnecessary dry cells for calculations. In medium or large computing domains this may

require a lot of computer memory. To solve this problem, the authors developed an ver-

sion of the Si3D model (SMITH, 2006) that saves memory using a nested grid that allows

storing only the wet cells. In another study an approach based on Saint Venant’s equa-

tions together with machine learning techniques with a random forest regression method

was used to emulate inőltration predictions in an excessive ŕow scenario on a ŕat slope

(CROMPTON; SYTSMA; THOMPSON, 2019).

2.1.2 Coupled hydrological and hydrodynamic modeling

Hydrodynamic modeling is a way of describing and interpreting water dynamics in

lakes, rivers and wetlands from mathematical formulations that represent the spatio-

temporal variation of physical, chemical and biological processes (KIM et al., 2012). Hy-

drodynamic models can represent one, two or three spatial dimensions (1D, 2D, 3D) and

are applied to quantify ŕows, determine residence times and interpret their inŕuences on

water quality and ecology as a result of variations in physical state of the system (e.g.,

water level, temperature, density, velocity and turbidity) (HODGES, 2014). Regarding

the dimensionality of lake models Hodges (2014) points out that in many cases 3D hy-

drodynamic models can be replaced by reduced forms in 1D and 2D that demand less

computational capacity, allowing the study of larger areas or in more detail, but the diffi-

culties of applying reduced forms are not less, because despite facilitating the calculations

and implementation, 1D and 2D models require more parameterization and calibration

efforts. This characteristic in some cases motivates a greater use of 3D hydrodynamic

models, since they are not more difficult to conőgure and apply compared to a 2D model

and have the advantages of being able to represent non-uniform vertical distributions that

are common in lakes.

Several hydrodynamic models were developed to contemplate different applications

(MOOIJ et al., 2010). In the category of 1D models, the GLM model (General Lake Model)

is one of the most used, it is an open source vertical hydrodynamic model developed as an

initiative of the Global Lake Ecological Observatory Network (GLEON), which calculates

vertical proőles of temperature, salinity, density, mixing and surface heating/cooling and

considers ice cover effects (BUECHE; HAMILTON; VETTER, 2017; BUECHE et al.,

2020; HIPSEY et al., 2019). Despite being limited to one dimension, the GLM is ideal for

long-term (seasonal and decades) vertical mixing and stratiőcation studies (HIPSEY et

al., 2019). In the category of 3D models, some models have been widely used. This is the

case of the Delft3D-FLOW model, which is a multidimensional (2D or 3D) hydrodynamic

simulation program that calculates non-stable ŕow and transport phenomena that result

from tidal and meteorological forces in a rectilinear or curvilinear boundary adjusted grid

(DELTARES, 2019). The COHERENS model which is an open source three-dimensional

hydrodynamic modeling system written in FORTRAN 90, is designed for a wide range
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of applications in coastal seas, estuaries, lakes and reservoirs developed by the Manage-

ment Unit of the North Sea Mathematical Models and the Scheldt estuary (MUMM)

and is available at: <http://odnature.naturalsciences.be/coherens/>. The CH3D-WES

(Curvilinear Hydrodynamic 3D) model is a 3D hydrodynamic salinity and temperature

model that models the key physical processes that affect the circulation and vertical mix-

ing of large water bodies (CHAPMAN et al., 1996). The EFDC (Environmental Fluid

Dynamics Code) model is a hydrodynamic model maintained by the United States En-

vironmental Protection Agency (EPA) that can be used to simulate the hydrodynamics

of surface aquatic systems in 2D and 3D, the EFDC model simulates ŕuids of varying

density, turbulent ŕow, salinity and temperature. Recently, the EFDC model was paral-

lelized to provide fast and efficient simulations in high-performance computing structures

such as clusters with multiple processors and massively parallel devices (O’DONNCHA;

RAGNOLI; SUITS, 2014; AHN et al., 2021a). The IPH-TRIM3D-PCLake model is a

three-dimensional hydrodynamic and water quality model developed by Fragoso et al.

(2009) and maintained by the Institute of Hydraulic Research (IPH) of the Federal Uni-

versity of Rio Grande do Sul. This model has an innovative structure that couples a three-

dimensional hydrodynamic module (TRIM3D) and an ecological lake model (PCLake) to

describe hydrodynamic, biotic and abiotic components present in the water and sediments

of an aquatic ecosystem.

Although the models described above combine efforts to make an accurate description

of the hydrodynamics of lakes, lagoons, estuaries and wetlands, the hydrological compo-

nents generated by catchments need to be calculated externally using hydrological models

applied separately, with extensive and manual conőgurations (LOPES et al., 2018). This

compartmentalization makes it difficult to understand how catchment structure and river

ŕows affect the lake hydrodynamic, including local circulation patterns, water levels, and

large-scale water quality (RUEDA; MACINTYRE, 2010; MUNAR et al., 2018), since the

main water entry routes into the lake system are adjacent rivers whose ŕows depend on

the catchment hydrology (FRASSL et al., 2019; KIM et al., 2012). According to Janssen et

al. (2019) the catchment hydrology inŕuences the spatial heterogeneity of nutrient loads,

as the sources of water entering lakes can be local or widely dispersed, which determines

the distribution of nutrients in the water body. In addition, in the nutrient transport

process, high ŕow rates limit biological conversion, allowing greater nutrient spread, and

low ŕows favor local retention, reducing nutrient contributions to the aquatic ecosystem.

A way of representing the catchment hydrology together with the hydrodynamics of the

lakes can be obtained by coupling hydrological and hydrodynamic models (KIM et al.,

2012; MUNAR et al., 2018). The coupling of hydrological and hydrodynamic models has

gained more attention in the last decade due to the growing importance of lake systems

(HWANG et al., 2021; LI et al., 2014; TIAN et al., 2019).

To explore the state of the art in łcoupled hydrological and hydrodynamic modellingž,

in this dissertation a literature review was carried out that considered 90 publications
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carefully selected from a total of more than 500 documents obtained from the Scopus and

Web Of Science databases. Publications from 2010 to 2021 in English-language scientiőc

journals, with peer review and impact factor greater than 2.5, were selected. Other ől-

ters for the selection of publications involved analysis of titles and abstracts. In which

only works that had hydrodynamic and hydrological modeling applications in real cases

involving lake ecosystems were kept.

Figure 1a shows the global distribution of hydrological and hydrodynamic modeling

studies. The locations marked on the map correspond to the location of the lake, lagoon

or estuary where the modeling studies were carried out, which corresponds to a total of

50 water bodies distributed in 22 countries on 5 continents. Figure 2 can be used in a

complementary way to identify the name, scale and type of main water bodies. For this,

it is necessary to look at the number of studies in parentheses, which coincide with the

color scale of Figure 1a.

The numbers presented in Figure 1a correspond to the total number of studies that

involved hydrodynamic modeling or coupled hydrological and hydrodynamic modeling.

Figure 1b shows that most hydrological and hydrodynamic modeling studies took place

in water bodies located in China (36 studies), followed by the United States (17 studies),

Brazil (7 studies) , Italy (6 studies) and France (3 studies). Also in Figure 1b, the coun-

tries grouped into two categories are shown: (i) countries in which only hydrodynamic

modeling studies were carried out; and (ii) countries in which coupled hydrological and

hydrodynamic models are used. The bar plot shows the countries that had publications of

hydrological and hydrodynamic modeling studies in the same case study. The number of

applications of coupled models is also shown, because not necessarily all studies that had

hydrological and hydrodynamic modeling involved the coupling of models. Only a small

part of the studies involved the application of coupled hydrological and hydrodynamic

models, which are distributed in lake ecosystems located in the following countries: China

(6 studies), Brazil (4 studies), South Korea (3 studies), the United States (2 studies ),

Cambodia (1 study) and Norway (1 study).
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Figure 1 ś Global distribution of modeling studies in lake ecossistems. a) Number of hydrodynamic models
applications. b) Number of hydrologic model aplications. c) Number of coupled hydrologic-
hydrodynamic models applications. The legends show the number of models applications per
lake and lagoon systems around the world. The sizes of the circles are proportional to the
number of studies carried out in each location, which are also differentiated through the
different colors.

Source: Prepared by the author.
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Figure 2 ś Sunburst chart showing the names of water bodies (lakes, lagoons and estuaries) used as a study
area in the publications reviewed. Shown here are the water bodies grouped into categories:
Small scale, Medium scale and Large sacale according to the classiőcation used by Messager et

al. (2016). Within each group, the subdivision into types: Freshwater and Saltwater is shown.
The number of times each water body served as a study area is shown in parentheses, those
that do not have a number are those that appeared only once.

Source: Prepared by the author.

Table 1 shows the main coupled hydrological and hydrodynamic models found in
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articles published from 2010 to 2021, the water bodies in which they were applied and

the main scientiőc questions that are being investigated.

Table 1 ś Some coupled/integrated hydrological and hydrodynamic models used in works published from

2010 to 2021. The őrst column contains authors names, the second column contains the names

of the models, the third column contains the names of the water bodies and their respective

countries and in the fourth column the main scientiőc questions investigated are presented.

Authors
Coupled

Models
Waterbody

/Country

Main questions

Hwang et al. (2021) SWAT+EFDC
Ganwol

reservoir/South Korea How to assess whether water man-

agement measures are effective in im-

proving water quality in estuarine

reservoirs?

Munar et al. (2018),

Munar et al. (2019)

MGB-IPH +

IPH-ECO
Lake Mirim/Brazil

How can coupled hydrological-

hydrodynamic modeling and satellite

data help to understand the spatial

and temporal variability of lake

water surface temperature?

Shin et al. (2019) SWAT+EFDC
Ipjang reservoir/South

Korea How to model sediment transport

processes from loading in the catch-

ment to mixing and sedimentation in

the reservoir or lake?

Tian et al. (2019) SWAT + MIKE 21 Hongfeng Lake/China

How to quantify the risk of pollution

incidents in a lake catchment?

Lopes et al. (2018)
MGB-IPH (river-lake

modeling)
Patos Lagoon/Brazil

Is it possible to simulate rivers,

lakes and lagoons with one in-

tegrated hydrological-hydrodynamic

model and coherently estimate water

levels and inundated areas?

Continues on the next page
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Table 1 - Continuation.

Authors
Coupled

Models
Waterbody

/Country

Main questions

Huang et al. (2016),

Huang et al. (2018)

Xinanjiang model +

EFDC
Lake Chaohu/China

(1) Whether one or both nutrients

should be reduced for controlling

harmful algal blooms (HABs)? (2)

When and where to reduce nutrients

for controlling harmful algal blooms

(HABs)?

Zhang et al. (2017) SWAT + Delft3D Poyang Lake/China

How to estimate and verify stream
ŕow at lake borders in ungauged
zones?

Zia et al. (2016)
Integrated Assessment

Model (IAM)
Lake Champlain/USA

How do the effects of global climate

change combined with land cover

changes inŕuence hydrology and nu-

trient ŕuxes for freshwater lakes at

catchment scale?

Couture et al. (2014)
Catchment-Lake

model network
Lake Vansjo/Norway

How do climate change and land use

inŕuence river basin responses and

lake water quality?

Kummu et al. (2014)
Analytical model

+EIA 3D

Tonle Sap

Lake/Cambodia How do changes in hydrological

regimes inŕuence lake hydrodynam-

ics?

Li et al. (2014) WATLAC + MIKE 21 Poyang Lake/China

How can the coupling of hydrologi-

cal and hydrodynamic models help

to understand the relationship be-

tween lake water levels, catchment

processes and the hydraulic connec-

tion between lakes and rivers?

Continues on the next page
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Table 1 - Continuation.

Authors
Coupled

Models
Waterbody

/Country

Main questions

Kim et al. (2012) tRIBS + OFM
Peacheater

Creek/USA How to predict the spatial and tem-

poral hydrological response to im-

posed climate change scenarios, vari-

ations in land use, soil and vegetation

types in small to large-scale catch-

ments?

Lee et al. (2012)
GCM A2 + HSPF +

CE-QUAL-W2

Yongdam

reservoir/South Korea How do the effects of climate change

inŕuence the thermal structure of the

lake when interactions with catch-

ment ŕows are considered?

Fragoso et al. (2011) IPH-TRIM3D-PCLake
Lake

Mangueira/Brazil What are the effects of increased nu-

trient loadings in conjunction with

climate changes on the trophic struc-

ture of a large subtropical lake?

A brief description of the studies listed in Table 1 is presented below. Hwang et al.

(2021) used SWAT-Environmental Fluid Dynamics Code (EFDC) linkage to evaluate the

water quality improvement scenarios considering the agricultural system and nonpoint

source pollution of the upper Ganwol estuarine reservoir catchment located in South Ko-

rea. Munar et al. (2018) performed the coupling between a large-scale distributed hydro-

logical model (MGB-IPH - Collischonn et al., 2007) and a hydrodynamic model (IPH-ECO

- Fragoso et al., 2009). The coupled model was able to simulate the dynamics of a large lake

in synergy with the hydrology of adjacent catchments using satellite altimetry and gauge

data. The authors highlighted the importance of integrated hydrological-hydrodynamic

modeling approaches to improve the understanding of the factors that control the hydro-

dynamic processes in lakes in the long term from simultaneous assessments of wet and dry

periods or seasonal variations. In addition to quantifying the effects of external forcing

on the lake’s hydrodynamic processes, the approach used allowed the prediction of ŕows

in ungauged areas, showing a better representation of the highest volumes of discharge.

Shin et al. (2019) developed a framework that couples the Soil and Water Assessment

Tool (SWAT) model with a hydrodynamic lake model, Environmental Fluid Dynamics

Code (EFDC) to carry out the modeling of sediments in the catchment coupled with the
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hydrodynamics of a receiving lake. They also demonstrated how to quantify uncertainty

in integrated sediment modeling using the Generalized Likelihood Uncertainty Estimation

(GLUE) approach. Tian et al. (2019) developed a coupled model composed of the Seveso

III Directive (European Council’s third revision of the Seveso Directive) and the SWAT

and MIKE21 models to assess the environmental risk of pollution incidents in quantitative

terms around Lake Hongfeng which is an important source of drinking water. Lopes et

al. (2018) presented a modiőed version of the MGB-IPH model that includes wind ef-

fects. They performed modeling experiments in the Patos Lagoon catchment (integrated

catchment-lagoon modeling) considering wind and no wind scenarios and tests with differ-

ent input datasets. Huang et al. (2016) and Huang et al. (2018) coupled a 2D hydrological

model (Xinanjiang) and the EFDC hydrodynamic model in which the Xinanjiang model

simulate six inŕow discharges for the boundary conditions of a hydrodynamic model to

investigate the impacts of a water transfer project on the water transport pattern of Lake

Chao, China. Zhang et al. (2017) coupled the soil and water assessment tool (SWAT) and

the Delft3D model to simulate the interactions between water ŕows in ungauged zones

of the catchment and Lake Poyang in China. Zia et al. (2016) developed an cascading

integrated assessment model (IAM) to quantify the impact of temperature variability and

precipitation as well as changes in land cover on nutrient load and frequency of harmful

algal blooms (HABs) in Lake Champlain. To develop this study they used Global Circu-

lation Models (GCMs) and a distributed hydrological model RHESSys (TAGUE; BAND,

2004) to estimate the ŕows and nutrient loads of the Lake Champlain catchment. Sub-

sequently, the nutrient dynamics in Lake Champlain were simulated by hydrodynamic

(EFDC - Hamrick, 1992) and biogeochemical (Row Column AESOP (RCA)) models.

Couture et al. (2014) developed a framework of linked models to integrate climatic, hy-

drological, and hydrodynamic processes. First, a Global Climate Model (GCM) is used

to estimate daily temperatures, precipitation and other regional hydroclimatic variables.

These results are used as inputs for the rainfall-runoff hydrological model (PERSiST -

Futter et al., 2014) which calculates the daily ŕow values in the catchment to be used as

inputs in the INCA-P model (WADE; WHITEHEAD; BUTTERFIELD, 2002) used to

simulate the daily ŕows of suspended sediments and P for the lake. In the end the My-

Lake model (SALORANTA; ANDERSEN, 2007) calculates the hydrodynamic processes

in the lake. They used this modeling framework to simulate total phosphorus loads and

chlorophyll concentrations in Lake Vansjo, southern Norway. Li et al. (2014) coupled the

water ŕow model for lake catchments (WATLAC) with the MIKE 21 hydrodynamic model

to develop a physical model for Lake Poyang and its catchment in order to investigate

the effects of catchment hydrology on lake hydrodynamics. Kim et al. (2012) coupled a

distributed hydrological model that represents surface and subsurface water ŕows in catch-

ments called tRIBS (TIN (Triangulated Irregular Network)-Based Real Time Integrated

Basin Simulator) (IVANOV et al., 2004) with the OFM hydrodynamic model (Overland

Flow Model) (BRADFORD; KATOPODES, 1999), resulting in the tRIBS-OFM model.
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The model formulation uses unstructured triangular mesh that allows dealing with com-

plex topographies to represent partially wet areas and low ŕow conditions providing a

seamless transition between hydrometeorological boundary conditions and those neces-

sary for hydrodynamic simulation at the catchment scale. Lee et al. (2012) coupled the

HSPF hydrological model (BICKNELL et al., 2001) and the CE-QUAL-W2 hydrody-

namic water quality model (COLE; BUCHAK, 1995) in a framework that also includes

the global climate model (GCM A2 ). In this way they were able to study the effects of

climate change on the Yongdam Reservoir lake with respect to variability in epilimnetic

temperature, thermocline magnitude, and lake stratiőcation. Fragoso et al. (2009) devel-

oped the coupled model IPH-TRIM3D-PCLake, which represents in an integrated way

the hydrodynamic, water quality and biological processes of a lake. This model consists of

a three-dimensional hydrodynamic module coupled to an ecosystem module. Fragoso et

al. (2011) also applied this model to simulate the potential effects of nutrient enrichment

and climate change on the trophic structure of Lake Mangueira.

Based on Figure 1b it is clear that few studies consider coupled hydrological and hydro-

dynamic modeling. One possible reason is that coupled hydrological and hydrodynamic

models present a high computational demand and, consequently, result in time-consuming

simulations (LOPES et al., 2018; SHIN et al., 2019). The use of high-performance com-

puting in coupled models still remains an understudied topic and has hardly been ex-

plored in the models presented in Table 1. Such studies indicate that the coupling of

hydrological and hydrodynamic models is a promising way to study lake ecosystems and

becomes increasingly viable. However, the applicability of coupled hydrological and hy-

drodynamic models can be improved when high-performance computing methods and

techniques are used (CARLOTTO; SILVA; GRZYBOWSKI, 2019; CARLOTTO et al.,

2021; O’DONNCHA; RAGNOLI; SUITS, 2014; O’DONNCHA et al., 2019).

2.2 HIGH PERFORMANCE COMPUTING

According to the report by the National Energy Research Scientiőc Computing Center

(NERSC), to explore problems that require large computational processing capacity, it is

often necessary to use high performance computing (HPC), through structured compu-

tational models to take advantage of the capacity of multiple computers simultaneously,

employing parallel computing techniques (NERSC, 2013).

The concept of parallel computing refers to the idea that large problems can be divided

into smaller problems to be solved independently and on different processors that operate

simultaneously to perform a large amount of calculations in reduced time (BARNEY,

2016). The main interest of using these techniques is to obtain an increase in the speed of

numerical solutions of equations that represent real phenomena and with that to obtain

a better representation of the physical systems, using larger and more reőned grids, cal-

ibration and uncertainty analysis with several simulations and tests with large amounts



53

of data, conditions and parameters (VANKA, 2013). In this context, several publications

have shown the advantages of parallel computing structures applied in simulations of en-

vironmental phenomena related to hydrodynamics (LE et al., 2015; CARLOTTO et al.,

2021; O’DONNCHA; RAGNOLI; SUITS, 2014; O’DONNCHA et al., 2019). In addition,

high-performance computational models play a key role in reducing scientiőc problem

solving time and broadening the prospects of őnding effective engineering strategies to

contain or minimize the consequences of environmental disasters (BRODTKORB; SÆ-

TRA; ALTINAKAR, 2012; HORVÁTH et al., 2014).

2.2.1 Parallel computing in MPI

Message Passing Interface (MPI) is one of the most used option to enable the pro-

gramming of parallel scientiőc applications. MPI enables a large number of applications

in scientiőc research in the most varied őelds of knowledge, ranging from medical sci-

ences to geosciences and engineering (BALAJI; CASAS, 2019). MPI emerged between

1992 and 1994 for use in C and Fortran codes. It has since been reőned and expanded to

most programming languages, including Perl, Python, Ruby, and Java (FARBER, 2011).

MPI consists of a set of routines and libraries to be called in programs implemented in a

compatible programming language. MPI programs generally use a type of communication

called single-program, multiple-data (SPMD) in which multiple MPI instances of the same

program run simultaneously. In programs implemented with MPI, usually a large prob-

lem is broken into several smaller problems that are solved at different ranks using MPI

for data communication (JEFFERS; REINDERS, 2013). The rapid development of large

computational structures for parallel processing has allowed the resolution of problems of

increasing size and complexity in which MPI is generally used as the main form of com-

munication between the various processors (nodes) (QUARANTA; MADDEGEDARA,

2021).

2.2.2 Parallel Computing in GPGPU

General purpose graphics processing units GPGPU feature great parallel processing

power and have been increasingly used to solve scientiőc problems (BRODTKORB; SÆ-

TRA; ALTINAKAR, 2012; HORVÁTH et al., 2014; LE et al., 2015). Consequently, sys-

tems adapted to the use of languages, libraries and tools (e.g., CUDA) for computing on

GPUs have evolved a lot in the last decade, as these devices are found in most desktops

and laptops and are used in supercomputers to accelerate computations in many real

world applications (BRODTKORB; HAGEN; SÆTRA, 2013).

The demand for high-performance parallel computing has led to the exploration of

GPGPUs, which prove to be powerful to accelerate numerical applications, have low cost

and are developed with a massively parallel architecture composed of several processing

cores, ideal for applications that demand parallel computing (TRISTRAM; HUGHES;

BRADSHAW, 2014). According to (NVIDIA, 2016) GPU-accelerated computing allows
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to obtain high performance for applications and computational code by transferring the

compute-intensive parts to the GPU which will execute them in parallel by thousands

of processing cores while the rest of the code continues to be executed by the CPU

sequentially.

The main difference between a GPU and a CPU is in the way they process tasks.

A CPU has a few cores optimized for serial (sequential) processing, while a GPU has a

massively parallel architecture consisting of thousands of more efficient cores designed to

handle multiple tasks simultaneously. In addition, they provide large memory bandwidths,

are designed to accelerate image processing applications and to perform intensive com-

putation across a large number of processing cores, and generally require less hardware

resources (SMARI et al., 2016). These characteristics allow a great capacity for GPUs

to perform parallel computation in intensive numerical operations, which has driven the

development of ways to exploit them to perform general-purpose computational tasks in

solving real world problems.

2.2.2.1 The CUDA architecture

In GPUs developed by the company NVIDIA, access to resources to accelerate nu-

merical applications occurs through the Compute Uniőed Device Architecture (CUDA).

This is the architecture by which NVIDIA has developed GPUs that can perform both

traditional graphics rendering tasks and general-purpose tasks (scientiőc computing, en-

gineering, among others) using a programming language called CUDA C/C++ which

is essentially the C or C++ programming language with various extensions that allow

programming on massively parallel devices such as GPUs (NVIDIA, 2016).
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3 SW2D-GPU: A TWO-DIMENSIONAL SHALLOW WATER MODEL

ACCELERATED BY GPGPU

ABSTRACT1

Shallow water models are used for simulating ŕood and lake hydrodynamics. However, the
computational cost of those models is often high and require high performance computing. We
present the SW2D-GPU: a two-dimensional shallow water model accelerated by General Purpose
Graphics Processing Unit. The model is implemented in parallel using CUDA C/C++. We
exemplify the use of the model with two case studies: (i) Flood simulation in an urban area and
(ii) water level simulation in a lake catchment. We have included potential evaporation in the
formulation which expands its application to water level simulations in lakes and reservoirs. The
SW2D-GPU model is approximately 34 times faster than its equivalent sequential version. The
model can be run in any computer equipped with a NVIDIA GPU. Integrated simulations of
surface waters in lake catchment and simulations of ŕoods caused by dam break are some of the
potential applications.

3.1 INTRODUCTION

The shallow water equations are the mathematical basis for many hydrodynamic mod-

els. Their applications ranging from the estimation of water level in rivers and lakes to the

spatiotemporal evolution of ŕoods (YU et al., 2019; LIU; ZHANG; LIANG, 2019; FER-

RARIN; BAJO; UMGIESSER, 2020). However, model instability in complex topographies

and long simulation times hinder their application in real cases studies (HORVÁTH et

al., 2014; LIU; QIN; LI, 2018). A common way to reduce simulation time is to use the

two-dimensional (2D) formulation of the shallow water equations (THANG et al., 2004;

LEE et al., 2014; LEE et al., 2016). Yet, even 2D formulations might be prohibitive in

computational domains typical of hydrological applications (LIU; ZHANG; LIANG, 2019;

ECHEVERRIBAR et al., 2019).

High performance computing (HPC) and codes suitable for parallel processing are the

best alternative for accelerating numerical solutions (SMARI et al., 2016). Most codes

that approximate the solution to the shallow water equations are developed using se-

quential processing or parallelization schemes based on Message Passing Interface (MPI)

or Open Multi-Processing (OpenMP) compatible with clusters composed of several Cen-

tral Processing Units (CPU) (O’DONNCHA; RAGNOLI; SUITS, 2014; ANGUITA et al.,

2015; NOH et al., 2018; NOH et al., 2019; O’DONNCHA et al., 2019). Recently, mas-

sively parallel devices such as the General Purpose Graphics Processing Unit (GPGPU)

have been shown highly efficient to accelerate the solution of shallow water equations

and environmental models with application in real world phenomena (BRODTKORB et

al., 2010; RANSOM; YOUNIS, 2016; VACONDIO et al., 2017; CARLOTTO; SILVA;

GRZYBOWSKI, 2019; DAZZI; VACONDIO; MIGNOSA, 2020).

GPUs are found on most personal computers and offer great computing power with

thousands of processing cores (BRODTKORB; HAGEN; SÆTRA, 2013; SMARI et al.,
1 This Chapter is adapted from: Carlotto et al. (2021).
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2016). Consequently, systems adapted for the use of languages, libraries, and tools (e.g.

CUDA C/C++, CUDA-Fortran) for computing in GPUs have evolved considerably in the

last decade (BRODTKORB; HAGEN; SÆTRA, 2013; XIA; LIANG; MING, 2019). CUDA

technology facilitates code parallelization and use of GPGPU to accelerate numerical

solutions. Equally important are the uniőed API for HPC code development such as the

one presented by O’Donncha et al. (2019) used for parallelization and development of

complex code in large computational domains. However, each parallelization method has

positive and negative aspects. OpenMP is simple to implement, but has limited scalability

due to the size of shared memory; MPI is highly scalable for large problems, but increased

communication between CPUs reduces computational performance; CUDA language for

GPU computing is easy to implement and provides great parallel computing power at low

cost, but processing on GPU is limited by memory constraints (NOH et al., 2018; XIA;

LIANG; MING, 2019).

Several model implementations harness the computing power of the GPU to approxi-

mate the solution of equations that govern the water ŕow in Earth system. An implemen-

tation of the 2D diffusive wave model was developed using CUDA-Fortran resulting in a

speed-up of approximately 150 times (PARK; KIM; KIM, 2019). Hybrid CPU-GPU paral-

lel computing was used to develop the Dhara model (LE; KUMAR, 2017) that couples an

integrated surface and subsurface ŕow model numerically resolved by the Alternating Di-

rection Implicit (ADI) scheme (GCS-ŕow - Le et al., 2015) implemented in CUDA C/C++

and an Ecophysiological Multilayer Canopy Model (MLCan - Drewry et al., 2010) imple-

mented in MPI for parallel processing in CPU. The Dhara model combines the effects

of microtopography and climate change on small-scale eco-hydrological dynamics using

the advantages of MPI and GPU parallel computing for high performance in large-scale

simulations. Ming et al. (2020) developed a real-time ŕood prediction system by coupling

a numerical weather prediction model with a hydrodynamic model based on 2D shallow

water equations solved using Godunov-type őnite volume scheme with GPU implementa-

tion. In their approach, parallel computing on multiple GPUs was used to overcome the

physical memory limitations of a single GPU (XIA; LIANG; MING, 2019).

In hydrological and hydrodynamic modeling, GPGPU-accelerated models allow high-

resolution simulations which can lead to better process representation. In the case of

lake ecosystems, for example, rainfall-runoff is usually modeled separate from lake hy-

drodynamics and it is imposed as boundary conditions due to computational constraints

(ACOSTA et al., 2015; JANSSEN et al., 2019). In ŕood inundation forecasting, high-

resolution computational grids are necessary (NOH et al., 2018; NOH et al., 2019); how-

ever, simpliőcations adopted to reduce the computational cost usually neglect the need

for high spatial resolution to simulate ŕooding in complex terrains (KIM et al., 2012).

With the signiőcant gain in processing power offered by GPU, such simpliőcations may

no longer be necessary. The adaptation of models based on shallow water equations that

can account for meteorological variables and the interaction of surface water dynamics
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between hillslopes, streams, and lakes are a valuable tool for water resources manage-

ment, especially in catchments with limited data (GU; MA; LI, 2016; MUNAR et al.,

2018; JIANG et al., 2019). Moreover, these solutions are relevant for problems such as

parallelizing and updating models with thousands of lines of code (e.g., Weather Research

and Forecasting - WRF model) and to improve the representation of hydrological process

in Earth System Models (SCHNEIDER et al., 2017). Despite the advances in computing

technologies that provide great parallel processing power at low cost, effort is still needed

to update and develop hydrological and hydrodynamic model codes compatible with mul-

tiple processors and massively parallel devices (O’DONNCHA; RAGNOLI; SUITS, 2014;

LE et al., 2015; KUFFOUR et al., 2020).

In order to obtain a high performance 2D shallow water model that simulates hy-

drological processes in realistic systems using low cost computers, we have developed

SW2D-GPU: a two-dimensional shallow water model accelerated by GPGPU. The accel-

erated model is based on a sequential version previously implemented in Fortran (LEE,

2013; NOH et al., 2016). The new version is suitable for processing in massively parallel

devices with CUDA technology. We highlight the applicability and performance of the

model using two case studies: (i) ŕood simulation in an urban area; and (ii) simulation of

integrated catchment and lake water levels in response to meteorological data and human

interferences. Performance analysis is based on: (i) comparison between the total time

that each version of the model (parallel and sequential) takes to complete the test simu-

lations; and (ii) comparison of the computation time of the CUDA kernels processed in

the GPU with the equivalent functions of the sequential model executed in the CPU.



58

3.2 MODEL IMPLEMENTATION

We base our parallel model on a sequential version of a two-dimensional shallow water

model previously implemented in Fortran (LEE, 2013; NOH et al., 2016). We have paral-

lelized and completely rewritten the numerical code in the CUDA C/C++ programming

language. The parallel version of the model maintains the same order of tasks as the

original sequential implementation to provide a performance comparison between the two

versions. We propose and implement a formulation to estimate potential evaporation as a

function of temperature and solar radiation. Moreover, we include the option of adding an

unlimited number of streamŕow time series in different locations of the drainage network.

3.2.1 The numerical model

The numerical model is based on the 2D shallow water equations (LEE et al., 2014;

NOH et al., 2016). In this formulation the Coriolis strength, the wind resistance, and

the viscosity terms are neglected, so that the continuity equation of the two-dimensional

shallow water model are:

∂h

∂t
+

∂M

∂x
+

∂N

∂y
= re + qex − E, (3.1)

re = r − r × (INF + INT + LWL), (3.2)

the momentum equations are:

∂M

∂t
+

∂(uM)

∂x
+

∂(vM)

∂y
= −gh

∂H

∂x
− f1, (3.3)

∂N

∂t
+

∂(uN)

∂x
+

∂(vN)

∂y
= −gh

∂H

∂y
− f2, (3.4)

and the friction terms are:

f1 =
gn2M

√
u2 + v2

h4/3
, (3.5)

f2 =
gn2N

√
u2 + v2

h4/3
, (3.6)

where h is the water depth; H = h + zb, where zb is the topographic elevation; M = uh

and N = vh, where u and v are the velocities in the x and y directions respectively; re is

the effective rainfall; r is the rainfall; INF is the percentage of rainfall inőltration loss;

INT is the percentage of rainfall interception loss; LWL is the lake water loses (only

in the cells in the lake area and water bodies); qex is the term that deőnes the ŕow into

the drainage network; E is the potential evaporation; t is the time; f1 and f2 are the

friction components where g is the acceleration of gravity and n is Manning’s roughness
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coefficient. In Equation 3.1 the terms on the right are time-dependent (time series of

gauged or calculated data).

The height of water (hd) that drains in a given section of the channel (i.e., an inlet or

outlet of the system) is deőned by the following equation:

∂hd

∂t
=

Qd

A
= qex, (3.7)

where Qd is accumulated ŕow at the entrance to the channel and A is the area of the

receiving cell.

Potential evaporation is calculated at each time step based on the energy balance

method as a function of temperature and solar radiation (CHOW; MAIDMENT; MAYS,

1988), written as follows:

E =







Rs

lvρw
× tk × 1000, h ≥ hmin

0, h < hmin

, (3.8)

where:

Rs = (1− α)Rg,

where Rs is net radiation [Wm−2]; Rg is global solar radiation [Wm−2]; α is albedo; lv is

the latent heat of vaporization [Jkg−1]; ρw is the density of the water [kgm−3], tk is the

monitoring time interval of the data [s] and hmin is the minimum water depth to activate

potential evaporation. The constant 1000 is used to convert the results to millimeters,

and tk adjusts the results to the time interval of the input data.

To estimate the latent heat of vaporization as a function of temperature we use the

equation presented in the work of Sellers (1984) written as follows:

lv = 1.91846× 106 × ((T (t) + 273.15)/((T (t) + 273.15)− 33.91))2, (3.9)

where T (t) is the air temperature [°C] observed in time t.

The density of water is calculated as a function of temperature this way (JONES;

HARRIS, 1992):

ρw = 999.85308 + 6.32693× 10−2T (t)− 8.523829× 10−3T (t)2 + · · ·

+6.943248× 10−5T (t)3 − 3.821216× 10−7T (t)4, (3.10)

The Equations 3.8, 3.9 and 3.10 allow estimating potential evaporation as a function

of temperature and solar radiation.

The formulation of the model is suitable for simulating the dynamics of surface waters

in order to:
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Figure 3 ś Leapfrog method time-space discretization scheme. M = uh and N = vh, where h is the water
depth. i and j are the spatial variation indexes in the x and y directions, respectively. t is the
time axis and △t is the time interval.

Source: Carlotto et al. (2021)

• Study the interactions between the dynamics of surface waters in the catchment and

the variation of the water level in the water bodies (e.g. streams, lakes and lagoons);

• Study the inŕuences of the evaporation process on the water level;

• Verify in a simpliőed way how restrictions on water availability due inőltration

losses, interception, and processes within the lake affect the hydrodynamics of the

lake.

• Study surface water runoff phenomena (e.g., ŕoods) where this 2D formulation of

shallow water equations is valid.

3.2.1.1 Time-space discretization scheme

The time-space discretization of the model uses the Leapfrog method and a őnite

difference scheme (LEE, 2013; NOH et al., 2016). Figure 3 shows the alternate calculation

procedure in which the water depth is calculated at the center of the cell and the ŕows at

the boundaries of the adjacent cells.

Through this scheme the continuity equation (Equation 4.1) can be written as follows:

ht+3
i+1/2,j+1/2 − ht+1

i+1/2,j+1/2

2△t
+

M t+2
i+1,j+1/2 −M t+2

i,j+1/2

△x
+ · · ·

+
N t+2

i+1/2,j+1 −N t+2
i+1/2,j

△y
= rt+2

ei+1/2,j+1/2
+ qt+2

exi+1/2,j+1/2
− Et+2

i+1/2,j+1/2, (3.11)
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where i and j are the spatial variation indexes in the x and y directions, respectively.

A detailed description of the discretization of momentum equations and friction terms

can be found in Lee (2013) and Noh et al. (2016).

3.2.2 Parallel implementation in GPGPU

We use parallel computing in GPGPU with the CUDA C/C++ programming language

and implement in the Visual Studio Community 2013 software programming environment

with CUDA toolkit version 8.0. We test the model using a GeForce GTX 1060 graphic card

with 1280 CUDA cores and 6 GB of memory running in an Intel core® i7 - 7700K CPU

with 16 GB of memory. An implementation of the SW2D-GPU model is also available for

use with the Linux operational system.

3.2.2.1 Code structure in CUDA C/C++

The main steps of the code in CUDA C/C++ are shown in Figure 4. The parts of the

code that demand massive calculations are performed on the GPU with parallel processing

and the other parts are performed on the CPU with sequential processing. The sequential

version of the model has the same sequence of operations, but all steps are processed in

the CPU. To enable the performance comparison with the sequential version that uses

double precision, the SW2D-GPU model was also implemented with double precision.
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Figure 4 ś Model structure implemented in CUDA C/C++. Where t is the time; tmax is the maximum
time for the simulation and tout it is the time to write the results.

Source: Carlotto et al. (2021)

The diagram in Figure 4 illustrates the model structure and the sequence of operations

to approximate the solution of the shallow water equations using the Leapfrog method.

First, the input data is read and stored in the CPU memory, and then data used in parallel

processing in the kernels implemented in CUDA C/C++ is copied to GPU memory.

Next, the solution of the shallow water equations is approached iteratively in which the

calculations distributed in space are performed in parallel on the GPU, but the temporal

evolution occurs sequentially on the CPU, so that the calculations of u, v, and h are

performed for all matrix positions alternately according to the Leapfrog method. In this

procedure, the CUDA kernels processed on the GPU are called successive times from the

CPU iteratively until the solution is approximated using 1/(2△t) iterations for each second

of numerical integration, as in each iteration the calculations are performed on t+△t and

t + 2△t to enable alternate calculations of the Leapfrog method, according to Figure 3.

For this, the continuity equation is calculated twice, according to Figure 4. A Courant-

Friedrichs-Levy (CFL) condition is required to deőne the time step (△t) that provides

the stability of the numerical solution. According to Altaie (2016), for the 2D shallow

water equations assuming a Courant number (C) less than 1, the stability condition can

be deőned according to the following Equation 3.12:

△t <
1

(

Vmax +
√
gh

)

(△x−1 +△y−1)
, (3.12)
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where g is the acceleration of gravity, h is the water depth, △t is the time step, △x and

△y are the spatial resolutions in the x and y directions, respectively.

Parallel calculations are performed by CUDA kernels through processing entities orga-

nized in grids, blocks, and threads. The grid size is equal to the number of blocks needed

to cover the entire computational domain. Each block contains multiple threads (e.g., 512,

1024, depending on the GPU). Each thread on the GPU is associated with a speciőc index

so it can access memory locations in an array. In the CUDA kernels of the SW2D-GPU

model, we use a 1D indexing scheme in which 2D matrices of m rows and n columns

receive linear indexing in row-major order and are treated as vectors of m× n elements.

The linear row-major indexing structure favors the transfer of coalesced memory in which

consecutive threads access consecutive memory addresses so that all threads in a warp

access global memory at the same time. The linear row-major indexing structure of a 2D

array and the distribution of blocks and threads in the parallel code are illustrated in

Figure 5.

Figure 5 ś Distribution of blocks and threads used in SW2D-GPU code implemented in CUDA C/C++.
The block and thread division structure is illustrated for a 4×4 array. Where m is the number
of rows and n is the number of columns.

Source: Carlotto et al. (2021)

In the GPU used in this work, each block can have a maximum of 1024 threads. There-

fore, for an array with less than 1024 elements, a single block with the number of threads

equivalent to the number of elements in the array is used. For arrays with more than 1024
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elements, multiple blocks with 1024 threads each can be used. The determination of the

number of blocks and threads and the calling of a CUDA kernel are exempliőed in the

pseudo code shown in Figure 6a.

Figure 6 ś Structure of a CUDA kernel and calculation of the number of blocks and threads. a) Code for
determining the number of blocks and threads and calling the CUDA kernel. b) Structure of
a CUDA kernel with 1D indexing. Where TPB is the number of threads per block, NB is the
number of blocks, N is the number of elements in the array, and thr_id is the thread index.

Source: Carlotto et al. (2021)

The structure of a CUDA kernel with 1D indexing used in the implementation of the

SW2D-GPU model kernels is presented in Figure 6b. Thread indices are calculated as:

thr_id = blockDim.x× blockIdx.x+ threadIdx.x, (3.13)

where blockDim.x is the x dimension of the block dimension; blockIdx.x is the x dimension

block identiőer and threadIdx.x is the x dimension thread identiőer. The while loop shown

in Figure 6b is used to increment the threads index one grid size (gridDim.x×blockDim.x)

at a time, this procedure is called a grid-stride loop which guarantees the uniform distri-

bution of work to the threads and obtaining maximum memory coalescence.

The steps with parallel processing are shown on the right side of the Figure 4. The

main CUDA kernels involved in each stage are:

• gpu_evaporation_calc: calculates the potential evaporation from temperature and

solar radiation data;

• Flux: calculates ŕows by approximating the solution of the momentum equations;

• Continuity: performs the solution of the continuity equation;

• Treat_error: performs the correction of small errors in the ŕow components at the

dry/wet boundaries;
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• hm_hn, uu1_vv1, uua_vva: perform the calculation of depth values and water

velocity components in the x and y directions;

• Forward: updates the initial conditions for solving the shallow water equation in the

next time step.

3.2.2.2 Input and output data

The SW2D-GPU has four categories of input data:

• Topographic data: a őle containing the elevations of the terrain is a mandatory entry

for the model, bathymetry must be included in areas where there are lakes or water

bodies.

– digital elevation model (DEM) [m]: model works with DEM in a wide range of

spatial resolutions.

• Hydrometeorological data: temperature and solar radiation data is necessary if evap-

oration process is considered.

– rainfall [mm]: the duration of the simulation and the temporal resolution will

be deőned based on the period and the temporal resolution of the rainfall data

series.

– temperatures [◦C]: temperature data is only needed when the evaporation pro-

cess is active.

– solar radiation [Wm−2]: solar radiation data is only needed when the evapora-

tion process is active.

– inŕow and outŕow [m3s−1]: the model allows to inform water inlet or outlet at

points where monitored data are available. Water ŕows entering the computa-

tional domain are deőned as positive and water ŕows exiting the domain are

negative.

• Initial and boundary conditions:

– initial water level [m]: to start the simulation it is necessary to inform the initial

water level in the lake. This entry is made using a raster map with the same

dimensions as the DEM.

– Boundary condition of known value (Dirichlet boundary condition) [m]: a

known water level value is reported in a given location, which can be a point

where the water level remains constant after reaching a threshold. Usually at

the outlet of the catchment or at some point of interest with a speciőed value.

• Parameters:
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– manning roughness coefficient: this coefficient controls the friction terms of the

shallow water model, it can be a value chosen according to the characteristics

of the catchment, aspects of the channel through which the water ŕows and

the soil cover.

– albedo: this parameter is variable according to the ability of the medium to

reŕect incident radiation. The albedo is less than 1 and depends not only on

the characteristics of the surface but also on the angle of incidence of light.

– lake water losses [%]: percentage of water losses inside the lake during rainfall

events (e.g. seepage or evaporation during rainfall).

– rainfall interception loss [%]: percentage of evaporation loss due to rainfall

intercepted by vegetation.

– inőltration [%]: percentage of rainfall that inőltrates into the catchment and

does not contribute to overland ŕow or the inŕow of water into the lake.

The outputs of the 2D shallow water model are saved in the .vtk format (data őle format

used in the Visualization Toolkit - VTK, https://vtk.org/ which is designed to provide a

consistent data representation scheme for a variety of data set types). The main outputs

are:

• Velocity in the x direction [m]: matrix that stores velocity values in the x direction.

• Velocity in the y direction [m]: matrix that stores velocity values in the y direction.

• Water level [m]: matrix that stores the values of the water level (h) above the soil

surface.

The results are saved in a sequence of őles called Results_ žőle numberž .vtk. File num-

bering is sequential and unitary (0,1,2,3 ... n). The real time is obtained by the product

between the őle number and the time interval deőned for saving the results.

3.2.2.3 Post-processing

Post-processing and visualization of model results saved in .vtk őles can be performed

with any open source software that offers high performance features for viewing large data

sets such as VisIt (https://wci.llnl.gov/simulation/computer-codes/visit/) or ParaView

software (https://www.paraview.org/).

3.3 CASE STUDY 1: URBAN INUNDATION

We applied the SW2D-GPU model for the simulation of ŕooding in the urban area

(hatched area in Figure 7c) of the Federal University of Santa Catarina (UFSC). The

UFSC catchment is approximately 4.09 km2 with eight contributing sub-basins ranging

from 0.07 km2 to 1.19 km2. In the study area, the concentration time is approximately 28
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min, and the largest drainage channel is approximately 4 km long (MONTEIRO et al.,

2021). The low area of the catchment is urbanized with main drainage channels rectiőed

with concrete walls and bottom. In this application, the SW2D-GPU model was conőgured

to consider a precipitation event homogeneously distributed in space and eight points with

known streamŕows over the drainage network that supplies the UFSC campus area.

Figure 7 ś Federal University of Santa Catarina (UFSC) catchment and Peri Lake catchment. a) Geo-
graphical position of the city of Florianópolis on a map of South America and position of the
Peri Lake catchment and UFSC catchment on the map of the Florianópolis. b) Elevation map
of the UFSC catchment. c) Land cover map in which the hatched region corresponds to the
UFSC campus area. Points P1, P2, P3, P4, P5, P6, P7 and P8 mark the locations with known
streamŕows. d) Elevation map of the Peri Lake catchment and stream network. e) Land use
map where the location of the weather station, rainfall interception plot, and the location of
the water extraction point for urban supply are shown.

Source: Carlotto et al. (2021)

3.3.1 Input data

The digital elevation model (DEM) in this case study (Figure 8a) has a spatial

resolution of 1 meter (Sistema de Informações Geográőcas de Santa Catarina-SIGSC;

SDS, 2016). Figure 8a shows the DEM for the active cells that deőne the computational

domain with 893330 grid points in a matrix of 1588 rows and 1189 columns.

To obtain the initial condition of the water levels in the study area, we perform a

simulation of a period of 1 hour with constant baseŕow values in the 8 points distributed

according to Figure 8a. For the simulation of the ŕooding process, we use the unit hy-
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drograph to derive the streamŕow for the eight sub-basins that drain to the study area

(Figure 8b).

Figure 8 ś Model inputs for the ŕood simulation. a) Digital elevation model (DEM) and points with
observed streamŕows used as model inputs (P1, P2, P3, P4, P5, P6, P7 and P8) and points
for recording the variation of water levels during the simulation (WL1, WL2, WL3). b) Graph
showing the amounts of rainfall and the inŕows of the model at each point over time.

Source: Carlotto et al. (2021)

The rainfall and streamŕow in Figure 8b are the main inputs for this case study.

Streamŕow is inserted into the system at the locations deőned by points P1, P2, P3, P4,

P5, P6, P7 and P8 (Figure 8a). At locations near the junctions of the channels we deőne

points WL1, WL2 and WL3 to record changes in water level during the simulation. At

the outlet of the drainage network near point WL1, we deőne a boundary in which all the

water comes out of the system. As the channels walls and bottom is concrete, we adopt

the Manning’s coefficient of 0.012. The data is of a period of 4 hours and 41 minutes with

rainfall homogeneously distributed in the study area during the őrst 180 minutes. We use

a digital elevation model with a spatial resolution of 1 m for the simulation. To satisfy

the Courant-Friedrichs-Levy condition we use a time step of 0.01 s.

3.3.2 Results

The results of the ŕood simulation in the UFSC campus area are in Figure 9. The

SW2D-GPU model simulates the variation of water levels in response to the contribution

of eight sub-basins that drain to the study area. Figure 9a shows the simulated water level

at points WL1, WL2 and WL3. Choosing the positions of these points (Figure 8a) helps

to show how the water level varies along the main channel of the drainage network. For

example, point WL1 near the channel outlet reaches higher levels than the intermediate

point WL2 and the point WL3 located near the entrance of the channel. These values

can help to predict the time when ŕooding is likely to occur in these regions. The spatio-

temporal variation of water levels is shown in Figures 9b to Figure 9g beginning with the
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spatial distribution of water levels after 90 minutes of simulation with low intensity rainfall

at which the maximum water level reaches 1.30 meters. In Figure 9a small oscillations

in the simulated levels are observed, which is a normal behavior for a shallow water

simulation. As the rainfall becomes more intense, there is an increase in water levels, as

shown in Figure 9. After 165 minutes of simulation, the most critical situation occurs in

which some regions of the UFSC campus would be inundated.

Figure 9 ś Results of the ŕood simulation in the UFSC campus area. a) Rainfall and water levels at
points WL1, WL2 and WL3. b), c), d), e), f), and g) Water levels after 90, 120, 150, 165, 180
and 195 minutes, respectively. The color map is shown in the upper left corner and represents
the water level in meters.

Source: Carlotto et al. (2021)

3.4 CASE STUDY 2: INTEGRATED LAKE WATER LEVEL SIMULATION

The Peri Lake catchment is located in Santa Catarina Island (PEREZ et al., 2020;

CHAFFE et al., 2021; SANTOS et al., 2021), southern Brazil (Figure 7d) is the largest



70

source of water supply on the Island and an important ecosystem for biodiversity preser-

vation (SBROGLIA; BELTRAME, 2012). It is located in the transition between tropical

and temperate climates, with hot summer, no dry season, with average annual precipita-

tion of 1500 mm. Peri Lake catchment is surrounded by hillslopes covered by some of the

remains of Subtropical Atlantic Rain Forest and a sandy Restinga, with a coastal lake

with a surface area of 5.7 km². The maximum depth of the lake is approximately 11.0 m

in the central portion and an average depth of 7.0 m, and no direct seawater inŕuence

(HENNEMANN; PETRUCIO, 2011; CHAFFE et al., 2021). The only outŕow communi-

cation between the Lake and the Atlantic Ocean is via the Sangradouro river, in which

the main freshwater is collected to supply the Florianópolis Island (OLIVEIRA, 2002).

In this case study, the SW2D-GPU is used to model the water level variation in Peri

Lake. We consider six main ŕuxes in the water balance: (i) rainfall (R); (ii) evaporation

(Ev); (iii) water abstraction for human consumption (WA); (iv) forest interception (INT);

(v) inőltration (INF); (vi) lake water losses (LWL). Figure 10 presents a conceptual model

of the main processes and hydrometeorological variables in this case study.

Figure 10 ś Conceptual model of the processes and variables involved in modeling water levels in the Peri
Lake.

Source: Carlotto et al. (2021)

In the energy balance, part of the solar radiation is reŕected by the surface depending

on the albedo, the rest composes the net radiation that combined with the temperature

provides the potential evaporation estimate in the lake. Part of the rainfall is intercepted

by forest, part is retained in the catchment and inőltrates the soil and the difference
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becomes runoff ŕowing into the lake (Figure 10). Water output from the lake is due to

evaporation process and water abstraction for the water treatment plant. Next, we use

the SW2D-GPU model to simulate the inŕuence of each of these factors on the variation

of the water level in the Peri Lake.

3.4.1 Input data

The terrain elevation data in the catchment and the bathymetry of the lake area are

merged into the same raster map Figure 11a. The digital elevation model has a spatial

resolution of 12.5 m (Dataset: ASF DAAC, 2018). The bathymetry of Peri Lake is provided

by the Sanitation Company - CASAN. The Rainfall, temperature and solar radiation data

are monitored in a meteorological station installed in the Peri Lake catchment (Figure 7c).

The data period used starts on 02/01/2020 and ends on 05/02/2020 as shown in Figure

11b. Lake level data is provided by CASAN and the evaporation is estimated using the

Equations 3.8, 3.9 and 3.10.

Figure 11 ś Input data for the 2D shallow water model applied in the Peri Lake catchment. a) Elevation
data and bathymetry. The color scheme represents the terrain elevations and contour lines
show the water depths (initial conditions) above the bathymetric surface in meters. b) Me-
teorological data of the Peri Lake catchment. Solar radiation, temperatures and rainfall are
the main meteorological inputs.

Source: Carlotto et al. (2021)

We adopted a water abstraction from the Peri Lake of 0.12 m3s−1. The Manning

coefficient is deőned as 0.12 (distributed homogeneously in space) considering the presence

of boulders (Manning’s coefficient: 0.040 - 0.070) with correction for channels covered

by forests (correction value for the Manning’s coefficient: 0.025 - 0.050) (ARCEMENT;

SCHNEIDER, 1989). To satisfy the Courant-Friedrichs-Levy condition we use a time
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step of 0.04 s. We assume that about 30% of the direct rainfall in the lake is lost due

to different mechanisms (transformation into water vapor, inőltration in the hyporheic

zone, and others) here called lake water losses (LWL) and about 20% of the rainfall in

the catchment is retained through the inőltration process (INF), not contributing to the

lake supply. Quantities of water intercepted by the forest during the rainfall event and the

albedo were estimated using a trial and error calibration procedure. A manual calibration

procedure was used to eliminate the need for a very large number of repetitions and to

be able to test deőned values based on knowledge of the study area (SÁ et al., 2019;

PEREZ et al., 2020). For the interception of water by the forest we tested values around

40% and 45% (SÁ et al., 2019). Albedo values can vary considerably during the day

(RUTAN; Louis Smith; WONG, 2014), and values between 0.20 and 0.30 are reasonable

for a coastal lake in latitude 27 S. The NashśSutcliffe model efficiency coefficient (NSE)

values corresponding to each combination of forest interceptation and albedo values are

shown in the Table 2.

Table 2 ś Combinations of parameters used in the calibration procedure and the respective values of
NashśSutcliffe model efficiency coefficient (NSE).

Forest interception (%) albedo NSE

45 0.25 0.9320
40 0.20 0.9296
40 0.25 0.9269
45 0.30 0.9264

All combinations of parameters allowed to obtain an NSE greater than 0.9 demon-

strating that the model can represent the variations in water levels observed in the lake.

In calibration we assume that an NSE equal to 0.9320 was already good enough for the

purpose of this case study. The solid red line shown in Figure 12a represents the model

results with the best set of calibration parameters. The water intercepted by the forest

during the rainfall event corresponds to 45% (SÁ et al., 2019), and albedo to 0.25. Po-

tential evaporation is applied to water in the lake and where the water level exceeded a

deőned threshold, which we deőne here as 5 cm.

3.4.2 Results

The SW2D-GPU model integrates modeling of the hillslope, streams and lake to con-

sider the diffuse water inputs to the lake, as shown in Figure 12b and d. In this case

study we evaluate the inŕuence of the different processes and parameters that make up

the model variation in the water level (Figure 12a). In the results of the simulation consid-

ering only the rainfall (R) and no water outlet from the system (black dotted line), it can

be veriőed that the model satisőes the principle of conservation of the mass, since there

are no gains or signiőcant losses of water during dry periods. In the results of the simu-

lation considering rainfall (R), lake water losses (LWL = 30%), inőltration (INF = 20%)
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Figure 12 ś Simulation of the water level in the Peri Lake for the period from 02/01/2020 to 05/02/2020.
a) The black dots represent the level data monitored in the lake; the black dotted line repre-
sents the simulated water levels considering only the rainfall (R) with no water outlet from
the system; the dash dot dash orange line represents the simulated water levels considering
rainfall (R), lake water losses (LWL), inőltration (INF) and interception (INT); the dashed
blue line represents simulated water levels considering rainfall (R), lake water losses (LWL),
inőltration (INF), interception (INT) and evaporation (Ev) and the solid red line represents
the simulated water levels considering rainfall (R), lake water losses (LWL), inőltration (INF),
interception (INT), evaporation (Ev) and water abstraction (WA). b) Water levels during a
38.8 mm rainfall distributed over the catchment. c) Catchment after a period of drought. d)
Water levels during a 4.8 mm rainfall distributed over the catchment. The color bar is on a
logarithmic scale to show small water level values.

Source: Carlotto et al. (2021)

and interception (INT = 45%) it can be seen that these parameters deőne the amount of

water that is available to supply the catchment and consequently the lake level during the

rainfall. When evaporation (Ev) is included, the lake and the water balance depend on the

temperature and solar radiation. Finally, the water abstraction for human consumption

is activated. These results conőrm the sensitivity of the model to the different parameters

and variables, and how each of them inŕuences the variation in lake water levels.

The diffuse characteristic of water inputs to the lake during an accumulated rainfall

equal to 38.8 mm at the time of the simulation corresponding to 217h of the rainfall

data can be seen in Figure 12b which also shows that the contributions to the level of

water in the lake occur by main channels and also by the runoff on the hillslopes. The

locations where the water remains stored in the catchment can be seen in Figure 12c
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which shows the catchment after a dry period of approximately 11 days, the stored water

will contribute to a faster response to the generation of runoff in the next rainfall as these

spaces will already be őlled with water. With an accumulated rain of approximately 4.8

mm there is generation of runoff in which the preferred paths are the main channels of

the catchment as shown in Figure 12d.

In a scenario with no water outlet from the system (Figure 12a) the 187.4 mm of

accumulated rainfall would provide an increase of approximately 55 cm in the water level

in the lake. However, in a scenario considering lake water losses (LWL), inőltration (INF),

interception (INT), evaporation (Ev) and water abstraction (WA), the water level in the

lake decreases by 5 cm, in agreement with the level data monitored in the lake (Figure

12a).

3.5 PERFORMANCE OF THE PARALLEL AND SEQUENTIAL MODELS

Here, we compare the computation times of the SW2D-GPU model with the sequential

version as a function of the increase in the number of grid points in the computational

domain. The numerical tests were performed with one-minute simulations (just to obtain

computation times). In all performance comparisons we consider double precision and the

same time step for the two versions (CPU and GPU) of the model (Figure 13). The parallel

model signiőcantly decreases the simulation times of the 2D shallow water model. The

speed-up comparing the two versions of the model increases as a function of the increase

in the number of grid points in the computational domain (Figure 13). This is due not

only to the proper use of memory space, but also to the large number of calculations

that can be performed in parallel on the GPU. The sequential model needs to perform a

large number of iterations to traverse the entire computational domain (a time-consuming

process with calculations performed one after the other) repeatedly. However, in very small

computational domains the time spent transferring data between the CPU and the GPU

can make the model implemented in CUDA less advantageous compared to the sequential

version processed in the CPU (i.e., the advantages gained from faster calculations done in

parallel are lost when transferring data between CPU and GPU). The speed-up in Case

study 1 (Figure 13b) is between 10 and 32 times with the number of grid points of 5×104

to 6× 106 and the speed-up in Case study 2 is between 19 and 34 times with the number

of grid points of 1× 105 to 7× 106 (Figure 13d).

The performance gains in the simulations are a result of the parallel processing per-

formed in the CUDA kernels. To show the computation times of the main CUDA kernels

implemented in the SW2D-GPU model compared to the computation times of the equiv-

alent functions of the sequential model processed in the CPU, we use the original domains

of Case studies 1 (with 893330 grid points) and 2 (with 122307 grid points), the results

are shown in Figure 14.
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Figure 13 ś Model performance (CPU and GPU versions) as a function of the increase in the number of
grid points. a) and b) correspond to Case study 1. c) and d) correspond to Case study 2.

Source: Carlotto et al. (2021)

Figure 14 ś Computation times of the main CUDA kernels and functions of the sequential model. The
square and triangle markers correspond to the computation times obtained for the domain
with 893330 grid points of Case study 1 and for the domain with 122307 grid points of Case
study 2, respectively. The őlled markers are the computation times of the sequential model
and empty markers are the computation times of the SW2D-GPU model

Source: Carlotto et al. (2021)

The łŕuxž, łcontinuityž and łforwardž CUDA kernels have the greatest computational

demands (Figure 14). These are the functions in which the greatest amount of calculations

occur to approximate the solution of 2D shallow water equations. The performance gain

is homogeneous compared to the different CUDA kernels, but łŕuxž, łcontinuityž and
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łforwardž are more time consuming.

3.6 MAIN LIMITATIONS

The GPGPU-accelerated 2D shallow water model (SW2D-GPU) was developed and

tested in simulations of urban ŕooding and water ŕow in a catchment containing a lake.

Although the SW2D-GPU model showed good functioning and good computational per-

formance in both cases, it is important to know the limitations caused both by its con-

ceptual and mathematical bases that involve simpliőcations, as well as numerical and

computational ones that have restrictions of use for being dependent on devices (GPU).

Regarding the mathematical bases, the limitations of the SW2D-GPU model are

mainly due to simpliőcations that disregard wind resistance, viscosity terms, Coriolis

forces and transport of solutes and particles. As a two-dimensional model, the SW2D-

GPU assumes that water ŕows propagate with a much larger horizontal length scale than

the vertical length scale, which makes it unsuitable for applications in deep water bodies.

By disregarding wind velocities, the model is also unsuitable for applications in problems

where the wind signiőcantly inŕuences water ŕows. The transport of solutes and parti-

cles is also disregarded, so the model can only represent variations in water levels and

velocities, which is a disadvantage when it is desired to study the hydrodynamics of lakes.

The ability to consider lake water losses (LWL), inőltration (INF), interception (INT)

was added to the model by means of percentage values that must be previously estimated

for the catchment. Water abstraction (WA) can also be considered as a constant or variable

value in time and space.Also included in the model was a mathematical formulation

to consider the process of potential evaporation that varies over time using the energy

balance method combined with equations that determine the variation of the latent heat

of vaporization and the density of water as a function of temperature and solar radiation.

The model was adapted to provide hydrological modeling in ecosystems with little data

availability, therefore, it must be considered that the model has some limitations, such as:

(i) the use of percentage values for water losses (INT, INF, LWL) that act only as limiters

of the amount of rainfall that becomes available to supply surface waters in the catchment

and in the lake, therefore they only act during the rainfall. Although this is a convenient

way to make the model applicable in places with little availability of measured data, it

has the disadvantage of depending on the modeler experience and previous knowledge

about the study area (sufficient to estimate INT, INF and LWL in terms of percentages);

(ii) rainfall and Manning coefficient are homogeneously distributed in space, which can

be a problem for applications in large catchments with spatial variations in rainfall or in

conditions where the land cover is highly heterogeneous; (iii) water movements induced

by the wind are neglected; and (iv) interactions with subsurface or groundwater are not

considered (but the model allows the use of time series of ŕows to represent the base

ŕows). Despite the limitations, the parallel formulation presented in this work can be easily
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integrated with other models or receive new modules for the calculation of subsurface and

groundwater ŕows.

The main hardware requirement to use the SW2D-GPU model is that the computer

is equipped with a Graphics Processing Unit (GPU) with CUDA technology, which is

exclusively provided by the company NVIDIA. Another important point is the amount

of memory available on the GPU, this is usually one of the main problems of GPU-

accelerated computing, as all the data that participates in the parallel calculations must

be allocated in the GPU memory. For applications of the model, it is desirable that the

GPU has at least 3 GB of memory.

3.7 CONCLUSIONS

In this chapter we parallelize and implement a 2D shallow water model using CUDA

C/C++ and show that parallel computing in the General Purpose Graphics Processing

Unit (GPGPU) is a powerful way to accelerate this model. The SW2D-GPU model was

able to perform the simulations 34 times faster than the sequential model. In addition to

having a signiőcant improvement in performance, the model can now also represent the

evaporation process in water bodies.

The model can simulate ŕood inundation in urban areas and can consider water inputs

from different sub-basins. The model simulates in an integrated manner the surface water

dynamics in the hillslope, streams, and lake as well as human interference through water

abstraction. This model allows diffuse inŕows of water in the lake and is an interesting

option especially to study the hydrology of lake ecosystems with little availability of

hydrological data using low-cost computers equipped with GPU with CUDA technology.

While the interactions between surface and subsurface waters and the water movement

induced by the wind were neglected, the parallel formulation presented in this chapter

can be easily integrated with other models or receive new modules for the calculation of

those processes. The SW2D-GPU model code is simple and short, so it can be used for

learning activities and programming studies in CUDA language, and it can also help with

planning for larger code parallelization.
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4 A COUPLED 2D-3D CATCHMENT-LAKE MODEL WITH A PARAL-

LEL PROCESSING FRAMEWORK

ABSTRACT1

The interdependence between the hydrodynamics of the lakes and the water inŕows from
the catchments is a determining factor in understanding how physical, chemical and biological
processes develop in lake ecosystems. However, the computational cost to simulate these cou-
pled processes in large domains may demand parallel processing capabilities. In this chapter,
we develop a coupled 2D-3D model for lake ecosystems using a parallelized version of the Envi-
ronmental Fluid Dynamics Code (EFDC) and a two-dimensional model based on shallow water
equations (SW2D). The EFDC uses Message Passing Interface while we implement the SW2D
in CUDA C/C++ language for parallel processing in Graphics Processing Unit. The coupled
SW2D-EFDC model simulates catchment hydrology and several hydrodynamic features of the
lake, such as transport of solutes and sediments, thermal processes, and water quality. As a
case study, the SW2D-EFDC model is applied to the hydrodynamic modeling of the Peri Lake
catchment considering the interactions between the lake and the surface water inŕows during a
rainfall event. The SW2D-EFDC combines high-performance computing technologies to provide
parallel processing, good scalability and usability.

4.1 INTRODUCTION

The interaction between lake and catchment water ŕows determines the physical,

chemical, and biological aspects of lake circulation (RUEDA; MACINTYRE, 2010; LOPES

et al., 2018). Point and diffuse water inputs from the catchment inŕuence the spread of

nutrients and the way that local ŕow regime changes propagate in the aquatic systems

(JANSSEN et al., 2019). Therefore, coupled hydrological and hydrodynamic models are a

valuable tool for water resources management and understanding of lake systems (HUANG

et al., 2016). While most coupling approaches generally consider point inlets between the

lake and the main rivers (LI et al., 2014; XIE; YANG; FU, 2012), diffuse water inputs

that occur at the catchment-lake boundaries are more challenging to model.

Distributed hydrological models often use two-dimensional (2D) formulations of shal-

low water equations to simulate surface water ŕows in catchments (ECHEVERRIBAR et

al., 2019). These models are also used to calculate the amounts of water entering lakes

and lagoons. Therefore, they are an alternative to generate ŕow inputs for hydrodynamic

models that simulate variations in the physical, chemical and biological characteristics

of water in lakes (SOARES; CALIJURI, 2021). Hydrodynamic modeling in lakes in most

cases involves representing changes that occur not only in the horizontal plane, but also in

the vertical proőle of the water, requiring the use of 3D models. As an example, Bocaniov

et al. (2016) used the 3D model ELCOM-CAEDYM to relate the external phosphorus

loads to the space-time dynamics of hypoxia in Lake Erie. Another study also considered

the SI3D model (SMITH, 2006) to explore the behavior of storm water ŕows in small

lakes of complex bathymetry with interconnected catchments, showing that the 3D hy-
1 This Chapter has been submitted to Computer & Geosciences and is under review.
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drodynamic models can accurately describe the evolution of the thermal structure and

the ways of inŕowing rivers in lakes (RUEDA; MACINTYRE, 2010).

The hydrodynamic modeling in lakes is usually preceded by data pre-processing and

creation of model input őles, this task requires advanced knowledge in some programming

language and the realization of manual procedures with the application of several softwares

(SHIN et al., 2019). When inputs (ŕows, concentrations, sediment load, among others)

are obtained through numerical modeling with hydrological model in the catchment, a

common approach essentially involves the following steps: (i) application of a hydrological

model; (ii) selection of the variable to be used in the hydrodynamic model; (iii) deőnition

of the positions in which the variable will be inserted in the boundary between catchment

and lake (boundary conditions); (iv) creation of the input őles, and (v) execution of

the hydrodynamic model. Performing each of these steps manually is time-consuming

and prone to data manipulation errors, in addition to being a limitation for real-time

modeling. Therefore, it is necessary to develop automated ways to provide the coupling

of hydrological and hydrodynamic models for applications in lake ecosystems modeling

(ALARCON et al., 2014; HWANG et al., 2021; SHIN et al., 2019; ZHANG et al., 2017).

For example, Huang et al. (2016) coupled a 2D hydrological model (Xinanjiang) and the

EFDC hydrodynamic model in which the Xinanjiang model simulate six inŕow discharges

for the boundary conditions of a hydrodynamic model to investigate the impacts of a water

transfer project on the water transport pattern of Lake Chao, China. Zhang et al. (2017)

coupled the Soil and Water Assessment Tool (SWAT) and the Delft3D model to simulate

the interactions between water ŕows in ungauged zones of the catchment and Lake Poyang

in China. Hwang et al. (2021) used SWAT-Environmental Fluid Dynamics Code (EFDC)

linkage to evaluate the water quality improvement scenarios considering the agricultural

system and nonpoint source pollution of the upper Ganwol estuarine reservoir catchment

located in South Korea.

While the coupling of hydrological and hydrodynamic models may eliminate the need

for human interference in transferring data between models, it may result in long com-

putational time. This problem can be minimized by using models adapted for parallel

processing using Message Passing Interface (MPI) or massively parallel devices such as

GPUs. Among the options of hydrodynamic models that offer high performance is the

Environmental Fluid Dynamics Code (EFDC) model originally developed by Virginia In-

stitute of Marine Science (HAMRICK, 1992) and parallelized using MPI (O’DONNCHA;

RAGNOLI; SUITS, 2014). The EFDC-MPI model is open source and can simulate three-

dimensional ŕows, transport, mixing dynamics, thermal, and biogeochemical processes in

rivers, lakes, estuaries, and coastal regions.

In this chapter, we couple the EFDC-MPI model with a 2D shallow water model

(SW2D-GPU - Carlotto et al., 2021) for the simulation of catchment-lake interactions.

The coupled SW2D-EFDC model uses parallel computing with hybrid processing in which

water ŕows in the catchment are calculated on the GPU and the 3D simulation of the lake
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hydrodynamics is performed on a computer cluster using MPI. The SW2D-EFDC model

can simulate diffuse water input from the catchment and the hydrodynamics of the lake

considering atmospheric forcing and particle transport.

4.2 METHODS

4.2.1 Shallow water model (SW2D-GPU)

The SW2D-GPU model is based on 2D shallow water equations (CARLOTTO et al.,

2021; NOH et al., 2016). In this formulation the Coriolis strength, the wind resistance, and

the viscosity terms are neglected, so that the equations of the two-dimensional shallow

water model are written as follows:

Continuity equation:

∂h

∂t
+

∂M

∂x
+

∂N

∂y
= re + qex − E, (4.1)

re = r(1− (INF + INT + LWL)) (4.2)

Momentum equations:

∂M

∂t
+

∂(uM)

∂x
+

∂(vM)

∂y
= −gh

∂H

∂x
− f1, (4.3)

∂N

∂t
+

∂(uN)

∂x
+

∂(vN)

∂y
= −gh

∂H

∂y
− f2, (4.4)

Friction terms:

f1 =
gn2M

√
u2 + v2

h4/3
, (4.5)

f2 =
gn2N

√
u2 + v2

h4/3
, (4.6)

where h is the water depth; H = h + zb where zb is the topographic elevation; M = uh

and N = vh, where u and v are the velocities in the x and y directions respectively; re is

the effective rainfall; r is the rainfall; INF is the percentage of rainfall inőltration loss;

INT is the percentage of rainfall interception loss; LWL is the lake water looses (only

in the cells in the lake area and water bodies); qex is the term that deőnes the ŕow into

the drainage network (height of water per unit time in a given network cell); E is the

potential evaporation; t is the time; f1 and f2 are the friction components where g is the

acceleration of gravity and n is Manning’s roughness coefficient.

The space-time discretization of the model uses the Leapfrog method and a őnite

difference scheme in which water depths are calculated at the cell centers and ŕuxes are

calculated at the boundaries with adjacent cells (CARLOTTO et al., 2021; NOH et al.,

2016). The numerical solution of the momentum and continuity equations is done with
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parallel processing in the GPU for the x, y space and the temporal evolution is performed

iteratively with a sequential code processed in the CPU (Figure 16). More details on the

numerical and computational formulation of the model can be found in Carlotto et al.

(2021).

4.2.2 Environmental Fluid Dynamics Code (EFDC-MPI)

The EFDC-MPI model is based on Reynolds-averaged Navier-Stokes equations. When

Boussinesq approximation for variable density ŕuid is used, the continuity and momentum

equations can be written as follows (HAMRICK, 1992).

Three-dimensional continuity equation:

∂t (mη) + ∂x (myhu) + ∂y (mxhv) + ∂z (mw) = 0, (4.7)

∂t (mη) + ∂x

(

myh

∫ 1

0

udz

)

+ ∂y

(

mxh

∫ 1

0

vdz

)

= 0, (4.8)

Momentum equations:

∂t (mhu) + ∂x (myhuu) + ∂y (mxhvu) + ∂z (mwu)− (mf + v∂xmy − u∂ymx)hv

= −myh∂x (gη + p)−my (∂xzb − z∂xh) ∂zp+ ∂z
(

mh−1Av∂zu
)

+Qu,
(4.9)

∂t (mhv) + ∂x (myhuv) + ∂y (mxhvv) + ∂z (mwv)− (mf + v∂xmy − u∂ymx)hu

= −mxh∂y (gη + p)−mx (∂yzb − z∂yh) ∂zp+ ∂z
(

mh−1Av∂zv
)

+Qv,
(4.10)

∂zp = −gh (ρ− ρ0) ρ
−1
0 = −ghb (4.11)

The vertical velocity is w, and is related to the physical vertical velocity w∗ by:

w = w∗ − z
(

∂tη +m−1
x u∂xη +m−1

y v∂yη
)

+ (1− z)
(

m−1
x u∂xzb +m−1

y v∂yzb
)

, (4.12)

where w is the vertical velocity in the z direction; f is the Coriolis parameter; Av is

the vertical diffusivity; mx and my are the square roots of the diagonal components;

m = mxmy is the Jacobian root; p is the pressure; Qu and Qy, are the affluentśeffluent

movement terms and g the gravity acceleration. Figure 15 shows the relationship between

lake bed elevation (zb), water level (η), and water depth (h).

To provide uniform resolution in the vertical direction EFDC model uses a time vari-

able stretching transformation. The stretching transformation is given by:

z =
(z∗ + zb(x, y))

(η(x, y, t) + zb(x, y))
, (4.13)
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Figure 15 ś Lake bed elevation (zb), water level (η), and water depth (h) in the Cartesian coordinate
system.

Source: Prepared by the author.

where z∗ denotes the original physical vertical coordinates and zb and η are the physical

vertical coordinates of the bottom topography and the free surface respectively. The EFDC

model has an extensive mathematical formulation that includes water quality model,

particle tracking model, temperature, sediment transport, among others. More details

about the model and its formulation can be found in Hamrick (1992).

To solve the equations of motion, the EFDC model uses a second order őnite difference

method in a staggered or orthogonal curvilinear grid (HAMRICK, 1996). A three-time

Leapfrog numerical integration scheme with periodic trapezoidal corrections is used for

the temporal integration of the model (HAMRICK, 1992; HAMRICK, 1996). The őnite

difference scheme is divided into external mode (barotropic mode) and internal mode

(baroclinic mode). The external mode solution is semi-implicit and calculates the two-

dimensional őeld of water surface elevations with the pre-conditioned conjugate gradients

method (HAMRICK, 1996). The new surface elevation őeld is used to calculate the depth

averaged barotropic velocities. In external mode it is possible to simultaneously deőne sur-

face elevations, wave characteristics, or volumetric ŕow to be used as boundary conditions

(HAMRICK, 1996). The internal scheme for solving the momentum equations uses the

same time step as the external solution and is implicit with respect to vertical diffusion

(HAMRICK, 1996).
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4.2.3 Coupling

The SW2D-EFDC model uses parallel hybrid processing that leverages the processing

power of the GPU and multiple CPUs (cluster). The structure of the codes implemented

in CUDA C and MPI are illustrated in Figure 16. The coupling module is implemented

in the SW2D-GPU model, comprising functions to map lake-catchment boundaries and

automate the process of creating the computational domain grid and the necessary inputs

for coupled simulations (Figure 16).

Here, an off-line coupling was used in which the models communicate through ex-

ternal őles. The coupling scheme used contains functions that automate the process of

creating EFDC-MPI model inputs while running the SW2D-GPU model. Inputs that do

not depend on the solution of the shallow water equation or the identiőcation of the lake-

catchment boundary (such as: the őles that deőne the grid, the computational domain

decomposition and the initial conditions of temperature, salinity and dye concentrations)

are created at the initialization of the SW2D-GPU model. The salinity, temperature,

and dye concentration time series that are boundary conditions applied only at the lake-

catchment boundaries and the ŕow time series that depend on the solution of the shallow

water equations are created at the end of the SW2D-GPU model run. The őles with

general simulation settings (EFDC.INP and SHOW.INP) are also created. The functions

that make up the coupling module and the main generated őles are described below.

4.2.3.1 Computational grid

The EFDC model uses a stretched or sigma vertical coordinate. The horizontal coor-

dinate system can be curvilinear or orthogonal, allowing for different grid conőgurations.

In the SW2D-GPU model the computational domain is discretized with square cells and

cartesian grid, therefore, the EFDC-MPI model is also conőgured to use a grid that main-

tains the same characteristics.

• Grid speciőcation őles: The grid generating preprocessor code, gefdc.f, is used to

generate the horizontal grid and the DXDY.INP and LXLY.INP őles. This code is

provided with the original version of the EFDC model. However, to use gefdc.f the

input őles CELL.INP, DEPDAT.INP, GRIDEXT.INP, GEFDC.INP are required.

Here we developed a code called make_grid_inputs.c to automate the creation of

these őles using the digital elevations model with bathymetry coupled from the

SW2D-GPU model and a mask that deőnes the lake region, both are őles in Esri

ASCII raster format.

– CELL.INP: őle containing computational domain deőnition and horizontal cell

type identiőer.

– CELLLT.INP: őle containing horizontal cell type identiőer for saving mean

mass transport. The őle CELLLT.INP may be equal CELL.INP őle or deőne

a subset of the water cells in the computational domain.
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Figure 16 ś Flowchart of the SW2D-EFDC model. The SW2D-GPU model, the coupling module and a
single time step of the EFDC-MPI model are illustrated. t is time, △t is time step, tmaxis
simulation time, tout is output time, u and v are velocities in x and y directions and h is
water depth. The functions and input őles (*.INP) are explained in Sections 4.2.3.1-4.2.3.4.

Source: Prepared by the author.
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– DEPDAT.INP: őle containing depth or bottom topography (based on lake

bathymetry).

– GRIDEXT.INP: őle of water cell corner coordinates.

– GEFDC.INP: master input őle for gefdc.f.

• When running gefdc.f the following őles are created:

– DXDY.INP: provides the spatial resolution dx and dy, the initial water depth,

the bottom elevations, and the roughness coefficient.

– LXLY.INP: provides geometric properties of the computational domain (cell

center coordinates and the components of a rotation matrix).

• Domain decomposition őle: The computational domain grid is decomposed into Lo-

cally Optimal Rectilinear Partition (LORP) using an optimal partition calculation

code (O’DONNCHA; RAGNOLI; SUITS, 2014). The code was adapted to run au-

tomatically in the SW2D-EFDC coupled model, requiring only the information on

the number of processors and the CELL.INP őle as input.

– LORP.INP: contains the information for domain decomposition with load bal-

anced among a deőned number of processors.

4.2.3.2 The initial conditions and time series input őles

• Dye, salinity and temperature initial conditions: these őles contain values corre-

sponding to all cells of the lake domain, distributed in the horizontal (x, y) and in

each vertical layer.

– DYE.INP: initial concentrations of a dye.

– SALT.INP: initial salinity values.

– TEMP.INP: initial temperature values.

• Atmospheric forcings:

– ASER.INP: contains the time series of atmospheric pressure, air temperatures,

rainfall, evaporation and solar radiation. It also includes unit conversion pa-

rameters.

– WSER.INP: time series of wind velocities and wind directions. It can be used

to specify the convention used for wind directions.

• Time series forcing and boundary condition őles: Each őle can contain multiple

time series. In the SW2D-EFDC model these őles contain a time series for each

lake-catchment boundary cell.

– QSER.INP: volume ŕows time series.
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– SSER.INP: water salinity time series.

– TSER.INP: water temperatures time series.

– DSER.INP: time series of dye concentrations.

4.2.3.3 General parameters and run control őles

• EFDC.INP: run control parameters and information about model domain, external

forcings and output controls.

• SHOW.INP: control screen writing of information (i.e., water surface elevation, sur-

face and bottom salinity) at the horizontal location speciőed by the horizontal cell

indices.

The input őles (.INP) of the EFDC model presented above are described in detail in

Hamrick (1996) and Tetra Tech (2007).

4.2.3.4 Mapping lake-catchment boundaries

The ŕows calculated by the SW2D-GPU model are inserted in the EFDC-MPI model

through the catchment-lake boundaries. The determination of the i and j positions of the

cells that belong to the lake-catchment boundary is determined with a mapping algorithm

that uses as input a lake mask composed of values 1 in the lake region and 0 elsewhere

(Figure 17a). The code in Figure 17c identiőes the differences in lake mask values whenever

a lake-catchment boundary cell is reached. At the boundary positions belonging to the

catchment domain, the values of ŕows in the south (S), north (N), east (E), and west

(W) directions are calculated. These values are used as boundary conditions written in

the QSER.INP őle to be applied to the boundary cells belonging to the lake domain (

i.e., BC in Figure 17b). Flow values are grouped according to the directions from which

they enter the lake and recorded along with simulation times and BC positions (Figure

17b). The values of u, v e h are dynamically updated with the results of the SW2D-GPU

model at each time interval of the simulation and the water velocities in BC are internally

calculated by the EFDC-MPI model with the values of h of the boundaries belonging to

the lake domain.
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Figure 17 ś Mapping of lake-catchment boundaries. a) Mask in which the cells belonging to the lake
region are set to 1 and the other cells to 0. b) Illustrates lake-catchment boundary cell
positions where boundary cells (BC) belong to the lake domain and catchment cells are
identiőed with directions from which ŕows entering the lake are coming (south - S, north -
N, east -E, and west - W). On the right, the records of times (t), ŕows ( Qyn, Qys, Qxe, and
Qxw) and x and y positions are presented, grouped according to the direction from which the
ŕows come. c) Code for mapping the i and j coordinates of lake-catchment boundaries and
calculating volume ŕows. Where s_bc, n_bc, w_bc and e_bc store the i and j coordinate
values at the south, north, west, and east boundaries, respectively. s_val, n_val, w_val
and e_val store the calculated ŕow values at the south, north, west and east boundaries,
respectively. N is the number of time intervals in the simulation.

Source: Prepared by the author.

4.2.3.5 Flow coupling

The SW2D-EFDC model couples the water ŕows in the catchment and the lake (Fig-

ure 18a) and also establishes a link with the heat exchange (Figure 18b) and transport

processes.

The SW2D-EFDC model simulates the 2D-3D hydrodynamics of the lake system and

provides a detailed view of the vertical proőles of velocity, temperature and chemical

composition of water in the lake (Figure 18c). In the lake domain a vertical Sigma Stretch

Grid is used in which the vertical resolution is distributed according to the number of

layers and the height of the water above the lake bottom in each cell. The calculation

to determine the vertical resolution of each layer is performed internally by the EFDC

model based on the number of layers and proportions deőned in the EFDC.INP őle.

For the coupling of the SW2D-GPU and EFDC-MPI models, the vertical resolution

of each lake cell is divided equally between the layers. Likewise, the water ŕows entering
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the lake are divided by the number of layers and distributed evenly in each layer of cells

at the lake-catchment boundaries (Figure 18e).

The Figure 18d shows the horizontal coupling between the catchment and lake do-

mains. The ŕows calculated by the SW2D-GPU model are stored and related according

to the orientation of the faces at the boundaries of the EFDC-MPI model and the direc-

tion of the ŕows coming from the catchment so that we have ŕows from the north (Qyn)

entering faces facing north, ŕows from south (Qys) entering faces facing south, ŕows from

east (Qxe) entering faces facing east and ŕows from west (Qxw) entering faces facing to

the west. Flow values are written to the QSER.INP őle and entered into the lake domain

as a volume ŕow boundary condition.
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Figure 18 ś Illustration of the SW2D-EFDC coupled model. a) Ilustration of the Catchment-Lake cou-
pling. b) 3D model of the lake showing the distribution of simulated temperatures. c) Vertical
temperature proőles. d) Illustration of the horizontal coupling in which the arrows indicate
the direction of the ŕows Qyn, Qys, Qxe and Qxw (ŕows from north, south, east, and west,
respectively). e) 3D view of the coupling interface in a section in which the 3D lake model
has 3 vertical layers that receive ŕows QL1, QL2 and QL3. Where k is the number of layers.

Source: Prepared by the author.

4.2.4 Study area

The Peri Lake catchment is located in Santa Catarina Island, southern Brazil (Figure

19) in the of transition between tropical and temperate climates, with average annual

precipitation of 1500 mm (CHAFFE et al., 2021; HENNEMANN; PETRUCIO, 2011).

The lake surface area is 5 km2 with average depth of 7.0 m and maximum depth of 11.0
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m. The surrounding hillslopes are covered by remains of Subtropical Atlantic Rain Forest

and sandy Restinga (PEREZ et al., 2020; SANTOS et al., 2021). It is the largest source of

water supply on the Island and an important ecosystem for biodiversity preservation. The

lake supplies water to the local population through the Water and Sanitation Company

(CASAN), which is authorized to abstract up to 200 Ls−1 of water. In Figure 19, the

location of the water abstraction is marked with a triangle.

Figure 19 ś Study area. (a) Shows the location of the Peri Lake catchment on the map of Florianópolis
Island in Southern Brazil. (b) Peri Lake catchment in which the elevations, drainage network
and the bathymetry of the lake (contour lines) are shown. The color bar represents the
topographic elevations. The triangle represents the location of the water abstraction.

Source: Prepared by the author.

4.2.5 Catchment-lake simulation using SW2D-EFDC model

The SW2D-EFDC model is applied in the simulation of the hydrodynamics of Peri

Lake considering the inŕows of water coming from the catchment. The computational

domain consists of a grid with 701 rows and 556 columns of rectangular cells with spatial

resolution of 10 m. The catchment domain has 143723 active cells and the lake domain

has 50638 active cells of which 1394 cells belong to the catchment-lake coupling interface.

In the simulations we use a manning coefficient of 0.012 and a time step of 0.04 seconds

for the 2D model. For the 3D model, a coefficient of roughness of the bottom is 0.00025

and a time step of the numerical solver is 0.5 seconds. The time series of the meteorological

data were discretized with a temporal resolution of 1 hour (Figure 20).
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Figure 20 ś Weather data for the period from 22/01/2020-09:00 to 29/01/2020-09:00 with temporal res-
olution of 1 hour. (a) Distribution of wind velocities and wind directions. (b) Rainfall, solar
radiation and temperature data

Source: Prepared by the author.

The simulations were carried out for two scenarios: (i) without wind; and (ii) including

the wind (only in the lake area). To help visualize the water inputs and hydrodynamics

in the lake, the dye transport has been included in the simulation. The water that comes

from the catchment is represented by the concentration 10.00 mgL−1 and the initial con-

centration in the lake is equal to 0.00 mgL−1 (Figure 22). We assume that 45% of rainfall

is lost by interception, 20% is lost by inőltration in the catchment. In the lake area, a

water loss equivalent to 30% is considered. In order to represent the water treatment plant

abstractions, a water collection point that extracts about 120 Ls−1 was included.

During the simulations, water level variations in the lake are recorded. First, only the

SW2D-GPU model is used to verify whether the parameters used would provide a good

representation of the water level variations in the lake. Then the coupled version SW2D-

EFDC is applied and again we verify the water level variation. In this way, it is possible

to compare the two models and verify the conservation of mass and that the water inlets

in the lake are compatible with those of the SW2D-GPU using the SW2D-EFDC model.

4.3 RESULTS

The lake level is well represented by both the SW2D-GPU model and the coupled

SW2D-EFDC version (Figure 21). In the őrst 60 hours (period in which the catchment

has the greatest contributions to the water inputs in the lake), the coupling between

the two models is well established so that there are no signiőcant water losses at the

catchment-lake interface. A small difference in the simulated levels is veriőed after 80 h,

in which the levels of the coupled model SW2D-EFDC are slightly higher due to differences

in the ways in which water is extracted (by evaporation and water abstraction) in the 3D

model lake domain.

After verifying that the coupling was successful with respect to the representation of

the level variation, we can explore other aspects of the lake hydrodynamics and visualize
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Figure 21 ś Simulated water levels and gauge data. The black dots represent the gauged level data. The
red dashed line represents the lake level simulated by the SW2D-GPU model and the blue
line represents the lake level simulated by the SW2D-EFDC model.

Source: Prepared by the author.

where the main water inlets occur and how the dye concentration (tracer) propagate inside

the lake. The Figure 22 presents the results of simulations of water ŕows in the catchment

and the hydrodynamics of the lake in wind-on and wind-off scenarios in which, in addition

to the water velocities, the dynamics of a dye (tracer) are also simulated. It can be seen

that water enters through rivers that have the largest drainage network, and in the period

of the most intense rainfall the water velocities coming from the main river cause velocities

of up to 0.036 m/s in the inner part of the lake. However, there are also several smaller

water inlets across the catchment-lake boundary (Figure 22iśl). In a scenario that includes

wind speeds and directions we can see the hydrodynamic behavior of the lake, estimate

how the water velocities in the lake behave (Figure 22mśp) or estimate how the transport

of a dye or solutes would enter from the catchment (Figure 22qśt).
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Figure 22 ś Interactions between water ŕows in the catchment and the lake. aśd) Water depth variation
in the catchment. eśh) Water velocities in the lake in a wind-off setting. iśl) The dynamics
of a dye in the lake in a wind-off scenario. mśp) Water velocities in the lake in a wind-on
scenario. qśt) Dynamics of a dye in the lake in a wind-on scenario. The columns represent
the results at 24, 48, 72 and 96 hours, respectively.

Source: Prepared by the author.

In the simulation, the waters entering the catchment are mixed with a virtual tracer



95

that facilitates the visualization of diffuse water inŕows into the lake. In the wind-off

scenario, it is easier to perceive the water inŕows coming from the two main rivers, which

with higher velocities transport the virtual tracer towards the central area of the lake,

whereas the diffuse inŕows distributed along the entire catchment-lake boundary have

lower velocities and the virtual tracer remains on the lake shores. When wind velocities

and directions are considered, the hydrodynamics of the lake is modiőed, with the wind

as the main controller of water movement. In this scenario, the effect of the mixing of the

virtual tracer that enters through the catchment-lake boundary becomes visible, since now

the tracer concentrations that were retained on the lake shores are carried by the water

towards the central region. This behavior, in addition to showing that wind velocities are

of great importance for lake hydrodynamics, also reveals that diffuse water inŕows across

catchment-lake boundaries can signiőcantly inŕuence lake water composition. Although

this case study shows a way to use virtual tracer concentrations (Dye) to visualize diffuse

water inŕows into the lake, it can also be a good way to infer possible entry points

for nutrients and solutes from the catchment, estimate for which regions of the lake are

transported, and possibly deőne where the highest concentrations can be found.

4.4 MAIN LIMITATIONS

In this chapter, the coupling between the SW2D-GPU model and the EFDC-MPI

hydrodynamic model was carried out. In this way, the SW2D-GPU model calculates the

water ŕows in the catchment and the results are inserted into the EFDC-MPI hydrody-

namic model in the form of a boundary condition. Here, an off-line coupling was used

in which the models communicate through external őles. For this I developed a coupling

module that transfers data from the SW2D-GPU model to the EFDC-MPI model in a

fully automated way. The main limitations of the SW2D-EFDC model are: (i) it does

not represent return ŕows, that is, ŕows occur only from the catchment to the lake; (ii)

the computational domain of the lake is őxed (does not consider the increase of the lake

area); (iii) tracer (dye) concentration, salinity and water temperature are considered in

the model, but for simpliőcation they are deőned with homogeneous initial conditions for

the entire lake, which over time are modiőed by inputs from the catchment; (iv) the water

quality module has not been tested in the current version of the SW2D-EFDC model, and

(v) the coupling does not consider interactions with subsurface water and groundwater.

4.5 CONCLUSIONS

In this chapter, an efficient coupling of the SW2D-EFDC model is presented for the

simulation of water ŕows between catchment and lake. Through an application of the

coupled model in the simulation of water ŕow in the Peri lake catchment, we verify that

the coupled model correctly simulates the lake water levels during a precipitation event.

The 3D simulation of the lake hydrodynamics are consistent in the representation of the
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water velocities in the lake in wind-off and wind-on settings, as well as in the representation

of the transport of a virtual tracer in these same scenarios. The SW2D-EFDC is a useful

tool to study the hydrodynamics of lakes considering the contributions of the catchment.

As a consequence of our coupling of these models it is possible to make efficient simulations

of water ŕows in the catchment together with several hydrodynamic modeling features of

the lake, such as transport of solutes and sediments, thermal processes and water quality.
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5 GENERAL CONCLUSIONS

In this dissertation, the coupling between a two-dimensional surface runoff model based

on the shallow water equations (SW2D-GPU) and the three-dimensional hydrodynamic

model EFDC-MPI was carried out. The coupled model was developed to provide fast and

efficient hydrodynamic simulations exploring the parallelism of computing structures that

can range from desktops to clusters with multiple processors, massively parallel devices

such as GPUs (Graphics Processing Unit) and supercomputers.

The őrst step to carry out this work was the implementation and parallelization of

the two-dimensional shallow water model in CUDA C language for high performance

computing on GPU, the model was called SW2D-GPU. Through two case studies: (i)

simulation of ŕooding in the urban area; and (ii) integrated catchment-lake simulation, it

was shown that the model can simulate ŕooding in urban areas considering water inŕows

from different sub-basins and can also be applied to simulate in an integrated way the

dynamics of surface waters on hillslopes, streams and shallow lakes, as well as human

interference with the extraction of water for public supply. The main potentialities of the

SW2D-GPU model are: (i) the ability to simulate the interactions between the lake and its

catchment, which makes it an interesting option to study the hydrology of lake ecosystems,

even in ungauged areas; (ii) the high computational performance, with simulations that

are up to 34 times faster than those performed with the sequential version of the model

implemented in Fortran, when applied in domains with up to 7 million grid points; and

(iii) high-resolution simulations can be performed on low-cost computers equipped with

a GPU with CUDA technology. Although the SW2D-GPU model provides an integrated

simulation of surface ŕows between the lake and the catchment, important aspects of lake

hydrodynamics are neglected, such as: water quality, nutrient transport, wind inŕuences,

water temperature and processes that depend on the vertical dimension.

The second step adopted in this dissertation was the coupling of the SW2D-GPU model

with the EFDC-MPI hydrodynamic model to provide a 3D hydrodynamic modeling of

the lake considering the diffuse water inŕows from the catchment, solute transport and

wind inŕuences. This coupling resulted in the SW2D-EFDC model that uses parallel

processing in multi-core and GPU architectures. Thus, it minimizes the problem of long

computational time, which is one of the main obstacles for the application of coupled

models in real-world simulations. Another problem inherent to the complexity of the

models is the preparation of the inputs to start the simulation, mainly in the part of the 3D

hydrodynamic model. Therefore, in the coupling, the processes of creating the inputs and

the conőguration of the 3D hydrodynamic model were automated to ensure the continuity

of the solution and the exchange of data between the SW2D-GPU model and the EFDC-

MPI model without the need for human intervention. The SW2D-EFDC model has the

following potentialities: (i) it allows hydrological and hydrodynamic simulations in large

areas and with high spatial resolution; (ii) it simulates hydrodynamics in lake ecosystems
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with little availability of measured data; (iii) it simulates catchment and lake interactions;

(iv) it is ideal for simulations using GPUs and clusters with multiple processors (CPUs)

and can also be used in common office computers.

In this dissertation it was shown that the coupled model is able to represent the

exchange of water and concentrations of solutes (tracer) between the catchment and the

lake. The tests and application of the coupled model SW2D-EFDC were developed in

the Peri Lake catchment, which is a lake ecosystem with a tropical climate located in

southern Brazil. First, it was veriőed that the coupled model correctly simulated lake

water levels during a precipitation event without signiőcant losses in water exchange

between catchment and lake. Then the SW2D-EFDC model was applied to simulate the

lake hydrodynamics considering the transport of a virtual tracer in wind-off and wind-on

scenarios. This application showed that the model remained stable for water velocities

induced by wind velocities measured in the catchment. The transport of a virtual tracer

showed the model ability to represent the inputs and dynamics of chemical compounds

coming from the catchment. In view of this, it is understood that the SW2D-EFDC model

can be a useful tool to study water ŕows in the catchment and its inŕuences on water

levels and hydrodynamic of lakes at a catchment scale.

Lakes are present in different parts of the world and hydrological and hydrodynamic

studies in these ecosystems require approaches and tools capable of reconciling three

main activities: (i) obtaining data in őeld studies; (ii) computational modeling; and (iii)

interpretation of results and hydrological processes. The development of the SW2D-EFDC

model is a őrst effort to provide simultaneous communication between these activities.

On the one hand, the modeling can help in the planning of őeld studies and, on the other

hand, the SW2D-EFDC model can be constantly improved and tested as the catchment

is being instrumented. Regarding usability, the SW2D-EFDC model signiőcantly reduces

the difficulties commonly encountered in the hydrological-hydrodynamic modeling of lake

ecosystems, since most of the conőguration procedures were automated.

The coupling of the SW2D-GPU model and the EFDC-MPI model allowed us to take

an important step towards studying the inŕuence of catchment ŕows on lake hydrodynam-

ics, in an automated way and with high-performance computational resources. However,

a number of limitations still remain and offer opportunities for future studies.

One of the challenges for coupled hydrological-hydrodynamic modeling is the bidirec-

tional representation of ŕows (catchment → lake; lake →catchment). In the SW2D-EFDC

model the ŕows occur only from the catchment to the lake, this was a simple way adopted

to test how the EFDC-MPI model would behave in the face of a coupling involving the

entire boundary between catchment and lake. The test results showed good computa-

tional performance and there was no loss of numerical stability, indicating that a more

complex coupling scheme involving the bidirectional representation of the ŕows is viable

and recommended for future studies. This improvement, in addition to enabling return

ŕows from the lake to rivers in the catchment, will also provide for addressing problems
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where the lake area varies signiőcantly.

The potential of the EFDC-MPI hydrodynamic model can be better explored and

tested as data becomes more available. For this, the formulation of the coupling scheme

and creation of the initial conditions can be improved to provide a more detailed approach

to the spatio-temporal distribution of solute concentrations, salinity and water tempera-

tures. Furthermore, in the continuity of the development of the SW2D-EFDC model, the

consideration of the water quality module (which is already implemented in the EFDC-

MPI model), is a necessary procedure to enable advanced studies of lake hydrodynamics,

physicochemical and biological reactions.

The development of an integrated approach considering subsurface waters is also an

opportunity for future research in the development of the SW2D-EFDC model. The EFDC

model supports boundary conditions capable of interacting with groundwater ŕows which

facilitates the task of coupling with an integrated surface and subsurface water ŕow model.

At this point, the SW2D-EFDC model can be integrated with a subsurface ŕow model or

new combinations of models can be tested. The SW2D-EFDC model is open source and

available at: <https://github.com/LabHidro/SW2D-EFDC>.
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