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RESUMO

Criar e manter um compilador otimizador requer grandes esfor¢os de desenvolvimento. Ao
mesmo tempo, o nimero de compiladores necessarios para traduzir cada linguagem de alto
nivel para vdrias arquiteturas de hardware cresce de forma multiplicativa. Uma possivel abor-
dagem para resolver esse problema envolve adotar uma representagdo intermedidria comum,
também conhecida como Universal Computer Oriented Language (UNCOL). Embora tal solu-
¢do tenha sido proposta pela primeira vez em 1958, a tecnologia de compiladores e a teoria de
linguagens de programag¢do muito evoluiram desde entdo. No contexto destes avancos, o pre-
sente trabalho tem como objetivo reavaliar a ideia de uma representagao intermedidria universal;
comecgando por um estudo da literatura e do estado da arte de linguagens de programacao, de
forma a elicitar requisitos e identificar principios de criacdo para uma UNCOL moderna. Esses
requisitos sdo a base de uma andlise de algumas das representacdes intermedidrias utilizadas
em compiladores existentes. Além disso, os principios extraidos da revisao sistemética motiva-
ram a criacdo de uma nova representacao intermedidria, que combina técnicas de compilagao
origindrias de diversas fontes na literatura. A nova representacao intermedidria € descrita em
multiplos aspectos, incluindo uma defini¢do formal da sua estrutura em multigrafo e uma cor-
respondéncia informal de sua semantica em termos de um modelo computacional jé existente.
Por fim, este trabalho descreve alguns algoritmos de andlise e transformagao de cédigo custo-
mizados para a nova representacdo. Entre estes consta uma formulacao de eliminacao de cédigo
morto (uma otimizagao global) através de um algoritmo de colecao de lixo.

Palavras-chave: Linguagens de Programacdo. Compiladores. Representacdo Intermedidria.
Portabilidade.



ABSTRACT

Developing and maintaining an optimizing compiler requires great amounts of effort. At the
same time, the number of compilers needed in order to translate many high-level languages to
every other target architecture grows multiplicatively. One possible approach to solve this prob-
lem is the adoption of a shared intermediate representation, also known as Universal Computer
Oriented Language (UNCOL). While the UNCOL solution was first proposed in 1958, there
have been many developments in compiler technology and programming language theory since
then. This work aims to re-evaluate the idea of a universal intermediate representation in light of
these advances, beginning by surveying the programming language literature and state of the art
in order to identify requirements and design principles for a modern version of UNCOL. Then,
these requirements are used to analyze program representations in existing compiler infrastruc-
tures. Furthermore, the set of principles extracted from the systematic review has motivated
the design of a new intermediate representation, which combines compilation techniques from
various sources in the literature. Multiple aspects of the new intermediate representation are
described, encompassing a formal definition of its multigraph structure, an informal explana-
tion of its semantics in terms of the join calculus, and a few custom optimization algorithms,
including a formulation of global Dead Code Elimination as a garbage collection process.

Keywords: Programming Languages. Compilers. Intermediate Representation. Portability.
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1 INTRODUCTION

An interpreter raises the machine to the level of the user program;
a compiler lowers the user program to the level of the machine
language. We can regard the Scheme language (or any program-
ming language) as a coherent family of abstractions erected on
the machine language. (ABELSON; SUSSMAN, 1996, ch. 5)

This is a thesis about Intermediate Representations (IRs), which are used in the con-
text of programming languages and compilers. More specifically, the thesis pivots around the
concept of UNCOL: a Universal Computer Oriented Language.

The first “high-level” programming languages were designed in the 1940s, for the
earliest fully-operational digital computers (GILOI, 1997). However, these programming lan-
guages could not be used until the advent of the first compilers, in the early 1950s (BACKUS,
1978). Already by 1958, UNCOL was proposed as a solution to an apparent problem in com-
piler development; it is an old idea which deserves to be re-evaluated in the present day.

Before expanding upon UNCOL, it is necessary to lay down the surrounding context.
The current chapter connects fundamental notions of machines, computers, programming lan-
guages, compilers and IRs. It introduces some of the concepts used throughout the thesis and

describes the organization of the rest of this document.

1.1 MACHINES AND LANGUAGES

Automatic machines or automata are devices, physical or otherwise, which operate
through predefined actions (TURING, 1937). The set of possible actions, properties of these
actions and the rules which govern the machine form a model of computation (SAVAGE, 1997).
Any particular pattern of rules that controls a machine is called procedure or program (ABEL-
SON; SUSSMAN, 1996, ch. 1). Among procedures, those which induce a machine to produce
the result of a precise mathematical function are called algorithms (PERLIS, 1996). Church’s
Law! states that, for every effectively calculable function, there exists an algorithm to com-
pute its values (CHURCH, 1936). Finally, universal computing machines — whose existence
was shown by Turing (1937) — are those capable of executing any algorithm, and therefore of
computing all effectively calculable functions.

A formal language is a set of strings, each composed of certain symbols of an alpha-
bet according to specific formation rules (HOPCROFT; MOTWANI; ULLMAN, 2006). The
connection between languages and machines can be seen by relating each language to a func-
tion mapping arbitrary strings to Boolean values, such that its output indicates whether or not
each string belongs to the language. Then, classes of languages can be distinguished based on
which machines are able to compute the aforementioned function; it is said that those machines

' More commonly referred to as Church’s Thesis, Church-Turing Thesis or Church-Turing Conjecture. The term

‘law’ is used here instead of the alternatives, following the argument of Harper (2016, ch. 21).
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(or, their model of computation) have enough “language-recognizing power” for that language
(HOPCROFT; MOTWANI; ULLMAN, 2006). Notice that this notion of power is associated
with machines and their models of computation, not with the language being recognized.

Another relation between machines and languages is that encodings of machine pro-
grams can be described by (formal) languages. Thus, when a language is used to encode pro-
grams for certain machines, it can be called a machine language, but also a programming lan-
guage or a computer language. Other related concepts are those of high-level language and
low-level language. Although widely used in programming circles and in the literature, these
terms are not well-defined.

According to Franz (1994, ch. 2), programming languages correspond to abstract (“rel-
atively complex”) universal machines, and machine languages characterize specific realizations
of universal machines as digital computers. The same meaning of “machine language” is im-
plied by the term’s usage in Abelson & Sussman (1996) and Strong et al. (1958a). While Perlis
(1982) indicates that “a programming language is low level when its programs require atten-
tion to the irrelevant”, Chisnall (2018) prefers to associate “low-level” with “closer-to-metal”
(that is, close to the language of a physical machine). Chow (2013) seems to agree on that
definition of low-level languages. He also indicates that high-level languages should be easy
for humans (as opposed to machines) to use and understand. Sammet & Hemmendinger (2003)
and Click (1995) associate “high-level” and “low-level” to programming languages and ma-
chine languages, respectively. Throughout this thesis, a programming language is a language
designed for humans to use for the purpose of programming abstract universal computing ma-
chines under the rule of a certain model of computation. Meanwhile, machine languages are
those which control the execution of programs on real machines. The former are considered
high-level; the latter, low-level. Computer language intentionally remains an ambiguous term
and the unqualified ‘language’ refers to some formal (as opposed to a natural) language.

At first glance, it would seem reasonable to extend the notion of power associated with
a machine to the computer language used to program it. However, all programming languages
(under the definition given above, in terms of universal machines) are Turing-complete, that
is, they expose models of computation equivalent to a Turing machine, in the sense that they
can compute exactly the same set of functions. By this equivalence, universal machines are
capable of emulating all other machines, and different universal machines can emulate each
other (HOPCROFT; MOTWANI; ULLMAN, 2006). This has motivated Felleisen (1991) to
formalize the concept of a programming language’s expressive power (or, its expressiveness).
His theory of expressiveness chiefly relies on a program equivalence relation (also called op-
erational equivalence) and equivalence-preserving transformations between programs. In other

words, it assumes the existence of compilers.
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1.2 OPTIMIZING COMPILERS

Compilers are translators. They transform programs encoded in a source language
into equivalent programs encoded in a target language (AHO et al., 2006, p. 1). While the last
section hinted at how they may also be used from a theoretical perspective, Click (1995) very

succinctly describes why compilers are useful in practice:

Computers are machines; they follow their instructions precisely.
Writing precisely correct instructions is hard. People are falli-
ble; programmers have difficulty understanding large programs;
and computers require a tremendous number of very limited in-
structions. Therefore, programmers write programs in high-level
languages, languages more easily understood by a human. Com-
puters do not understand high-level languages. They require com-
pilers to translate high-level languages down to the very low-level
machine language they do understand. (CLICK, 1995, p. 1)

Thus, compilers are tools which enable the separation of high-level programming languages
from low-level machine languages by providing a bridge between them. The process of trans-
lating a high-level program into a lower-level representation is also known as lowering.
Compilation must preserve the meaning of programs being translated (LAWRENCE,
2007, p. 12). In order to do so, a compiler has to understand all possible programs written in
the source language (as long as they are valid?) and must know how to precisely encode their
semantics in the target language. The semantics of a program are determined by the model
of computation exposed by the computer language it is encoded in. Fortunately, most source-
target pairings of computer languages allow compilers to choose between many possible ways
to carry out a translation (CLICK, 1995, p. 1). In this context, an optimizing compiler performs
semantics-preserving transformations, not only to re-encode a program in another language, but
also to do so while attempting to optimize its usage of machine resources (CLICK, 1995, p. 1).
However, reasoning about programs is not trivial. Indeed, when dealing with universal
models of computation, some properties are impossible to prove in the general case (CHURCH,
1936; TURING, 1937) and a compiler must make conservative decisions, reducing its potential
to apply optimizations (SHIVERS, 1988). Hence, compilers employ many techniques to facil-
itate reasoning about programs, including dividing the process into multiple phases and using

different program representations between each separate phase (AHO et al., 2006, p. 5).
1.3 PROGRAM REPRESENTATIONS

Often, and for a variety of reasons, compilers are structured as a pipeline consisting

of multiple stages, each with a distinct purpose (AHO et al., 2006, p. 5). Figure 1 displays the

2 One does not usually expect a compiler to assign meaning to an invalid program, especially when it can detect

this is the case and report the reason to the programmer. In C, for example, when a program is erroneous, but
this fact is not (or cannot be) signaled by the compiler, program behavior is “undefined” (ISO/IEC 9899, 2017).
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logical structure of a typical optimizing compiler. In some cases, the separation may be only
conceptual: some compilers “take shortcuts”, mixing some phases together and skipping others
entirely (NYSTROM, 2021, ch. 2). Still, a program usually takes multiple forms during the
compilation process, some of which can be seen in Figure 1. Any such representation between

input source and generated code might be called an Intermediate Representation (IR).

Figure 1 — Logical structure of a typical optimizing compiler.

Front end (source language-specific)

.

Semantic
analysis

Source code (bytes) Scanning Characters Tokens

/ Decoding

Lexing
/ Tokenization

Syntax Tree

Annotated
Tree

Optimized target code

IR
Generation

Target code
optimization

Target code
generation

Target code

Back end (target-specific) Middle end

Source: Gabriel B. Sant’ Anna, 2022.

The more conventional definition of IR refers specifically to the representations used
between a compiler’s front end, responsible for checking and respecting the rules of the source
language, and its back end, which handles the idiosyncrasies of the target encoding (AHO et
al., 2006, p. 357). Although this is not shown in Figure 1, it is not uncommon for optimizing
compilers to use multiple IRs (AHO et al., 2006, p. 358). In fact, IRs play a major role in modern
compiler infrastructures, warranting the rise of the middle end as one of the most important
parts of an optimizing compiler (CHOW, 2013). Furthermore, one might want to distinguish
IRs, which usually only exist as transient data structures in memory (FRANZ, 1994, ch. 2),
from Intermediate Languages (ILs), which represent a persistent external encoding of some IR
(ZHAO; SARKAR, 2011a). More often than not, IR and IL are used as interchangeable terms.

1.4 THESIS OUTLINE

This chapter introduced concepts related to the subject of programming languages and
compilers; definitions provided here will be used in the rest of the document. Still, one of the
main goals of this work is to shed a modern light on the concept of UNCOL, which will be
described in Chapter 2, along with justification for the research topic.

Chapter 3 constitutes the bulk of the text, presenting a survey on compiler IRs. The
literature review is used to uncover requirements and design principles for portable IRs, which
are then used to analyze existing some compilers. Those are the main contributions of the thesis.

Additionally, Chapter 4 describes a new IR design, which gathers ideas from the pre-
vious chapter’s research. Finally, Chapter 5 summarizes what has been achieved as part of this

thesis and outlines possible future work directions.
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2 COMMUNICATION WITH CHANGING MACHINES

A standard for a universal IR that enables target-independent pro-
gram binary distribution and is usable internally by all compilers
may sound idealistic, but it is a good cause that holds promises
for the entire computing industry. (CHOW, 2013)

2.1 THE COMPILER CONSTRUCTION PROBLEM

Chapter 1 described computer languages as the means by which humans can communi-
cate with machines. The communication is generally considered more effective when programs
are written in a high-level programming language (CLICK, 1995, p. 1), and programs more
efficient when an optimizing compiler performs the translation to machine language (JOHN-
SON, 2004, p. 16). However, developing (and maintaining) an optimizing compiler is, and has
always been, far from trivial (STEEL, 1961a; OLIVA; NORDIN; JONES, 1997; CHOW, 2013;
SUSUNGI; TADONKI, 2021)°.

The cost of producing optimizing compilers is exacerbated by the variety of program-
ming languages and machines. If programs written in N distinct high-level languages are to
be efficiently executed on machines varying across M different architectures, the number of
compilers needed would be N x M. This non-linear relation has been dubbed “the compiler
construction problem” (MACRAKIS, 1993b) and is illustrated in Figure 2.

Figure 2 — The compiler construction problem.

High-level

-------- Lustre |-~ Cc - -~ Scheme |- - ML --- Prolog |-- ————-
Languages
Compilation
Low-evel ________J| x86 ---4 ARM (---RISCV(--4 CIL f--4 Wasm f--4 .. f-----
Languages

Source: Gabriel B. Sant’ Anna, 2022.

Back in 1958, the compiler construction problem was foretold by Strong et al. (1958a).
They observed the number of distinct types of computers increasing by the dozens every year
(STEEL, 1961a); Moore’s Law had not yet been proclaimed (PATTERSON; HENNESSY,

2013, p. 11), but the rapid change in computer architecture was already apparent. At the same

3 Optimizing compilers are not the only way to implement a programming language. Interpreters, for instance,

provide a simpler path which almost anyone can follow (NYSTROM, 2021, ch. 1).
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time, high-level languages were becoming increasingly popular and numerous (STEEL, 1961a).
In this setting, Strong et al. (1958a) were one of the first to acknowledge the challenges of “pro-
gramming communication with changing machines”, as they called it. They also realized that
any acceptable resolution of this problem would need to embrace the heterogeneity of program-

ming languages and machines, instead of rejecting this diversity (STEEL, 1961b).
2.2 UNCOL AND OTHER SOLUTIONS

Strong et al. (1958a) proposed a solution to the compiler construction problem: the
Universal Computer Oriented Language (UNCOL). It consists in adding a common intermedi-
ate layer to compilers; each high-level source language would be translated to UNCOL, which
in turn would be encoded into the target machine language (STRONG et al., 1958a). Figure 3
demonstrates this process. With this approach, a programming language implementor need
only care about the language-specific parts of the compilation process, up to UNCOL genera-
tion. Symmetrically, a hardware vendor could provide a single machine-specific back end and
immediately have existing software available on their new platform. In summary, the adop-
tion of UNCOL would mean that only N + M optimizing compilers would be required for the
efficient execution of any high-level language across all architectures, to which Steel (1961a)
adds: “when M and N are greater than two it is game, set and match to UNCOL”. It should be
noted that the term ‘UNCOL’ is identified with the idea of a universal compiler IR acting as a

“linguistic switchbox” (FRANZ, 1994); it does not refer to any particular implementation.

Figure 3 — The UNCOL solution.

High-level ________ . . . --{ prolog }--{ ... }-----
Languages

Compilation
Intermediate _ _ _ _ _ ... UNCOL b ocmmmmooooeie oo
Language

Compilation
Low-level _________ x86 |--4 ARM |--HRISCV|--4 ciL }|--4 wasm {--4 .. f-----
Languages

Source: Gabriel B. Sant’ Anna, 2022.

The three-level (or, two-step) compilation process was not particularly original; as
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Strong et al. (1958a) put it, “it might not be difficult to prove that ‘this was well-known to
Babbage’ ”. Indeed, universal machine codes were being discussed as long ago as 1951 (FOR-
RESTER, 1951) and two-step translation in order to communicate with computers had already
been noted by Ross (1956) a couple of years earlier. Still, Strong et al. (1958a) were the first to
frame this in the context of high-level programming languages and rapidly changing machines.
In fact, the UNCOL report seems to have been (to the best of the author’s knowledge) the first
published source of the present definitions of high-level and low-level languages: the former
are described as “the highest level” (as in Figure 3), “furthest from the machine”; the latter as
machine languages, “closest to the bits in the machine hardware” (STRONG et al., 1958a).
This first work on UNCOL was influential in other ways. For instance, a second part of
the report (STRONG et al., 1958b) described bootstrapping techniques which, according to Aho
et al. (2006, p. 425), are still in use. As a matter of fact, the schematics introduced by Strong et
al. (1958b) were later reshaped by Bratman (1961) and the resulting “T-diagrams” are still used
to illustrate and teach complex methods of computer language implementation (MOGENSEN,

2010, ch. 13) — see Figure 4 for an example®.

Figure 4 — Example T-diagram, using Mongensen’s notation.

o

ML ML
C Wasm C C Wasm | Wasm
D D x86 x86 Wasm
x86
x86 ARM
x86 ARM

Source: Gabriel B. Sant’ Anna, 2022.

Unfortunately, no proposal for an UNCOL has been met with universal agreement,
and the concept seemed too ambitious for its time (TANENBAUM et al., 1983; MACRAKIS,

4 In Figure 4, the leftmost “T” represents a C compiler which targets WebAssembly (Wasm) and is implemented

in D. The D-to-x86 compiler (the bottom “T’) is an x86 binary, so it runs on the x86 machine represented by
the triangle at the bottom. After compilation from D to x86, the C-to-Wasm compiler (now seen as the “T” on
the right) also executes on an x86 machine. Its input, a C program, happens to implement an ML interpreter,
represented by the leftmost vertical rectangle. The result, as seen on the other side of the C-to-Wasm compiler,
is an ML interpreter encoded in Wasm. It can be used to run an ML application, represented by the half circle
on top of it. However, a user may wish to run the application on their mobile device, which uses ARM hardware
(the rightmost triangle) and does not natively recognize Wasm code. In that case, the rectangle in the lower
right corner of Figure 4 completes the “puzzle” by emulating the Wasm abstract machine on the user’s ARM
device. Hopefully, this example suffices to demonstrate the compactness of T-diagram illustrations.
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1993b; FRANZ, 1994; LATTNER, 2002). Kegley (1977) goes as far as saying that the idea
“died a natural death”, albeit Franz (1994) suggests its “spirit” was kept alive. This seems like
an accurate depiction since, years later, Oliva, Nordin & Jones (1997) indicate that the “ghost
of UNCOL” still haunts compiler writers.

Multiple factors have contributed to UNCOL’s downfall. One of the first problems
arises from the fact that not all high-level programs are entirely machine-independent (BAGLEY,
1962). According to Franz (1994, ch. 6), software portability is one of the most elusive con-
cepts in Computer Science, yet much of the value proposition of UNCOL implicitly relied on
it. Moreover, the compiler construction problem was becoming less relevant as the computer
market stabilized: by 2000, over 90% of all workstations, personal computers and servers were
based on the x86 architecture (LIEDTKE et al., 1998). Finally, it could even be said that UN-
COL was an idea too advanced for its time:

A striking feature of the UNCOL papers is the number of innova-
tions that would have been needed to make it work. Since there
was no standard character code, UNCOL would have had to de-
fine one. [...] Bootstrapping was a novel technique. [...] Indeed,
the very notion of an intermediate language for compilers [...]
was rather novel. At the same time, programming language tech-
nology was in its infancy. Concepts that we now take for granted
were novel or even non-existent [...] (MACRAKIS, 1993b)

Indeed, the second half of the UNCOL report was fully dedicated to bootstrapping (STRONG et
al., 1958b) and a good part of Steel’s later articles described character encodings® and defended
the theoretical existence of a universal computer language (STEEL, 1961a; STEEL, 1961b).
UNCOL was a proposed solution to the compiler construction problem, but not the
only one. Steel (1961b) noted two alternatives, listed below. As shall be explained later, these

have some overlap and do not exclude the UNCOL approach.

1. Making compiler development easier. This solution does not actually handle the N x M
problem, but aims to reduce the cost of each front end and back end by improving methods
of compiler writing. A plausible approach involves reusing compiler components, in a
shared (usually open-source) infrastructure. LLVM is a popular framework which follows
this principle (LATTNER; ADVE, 2004).

2. Developing a compiler-compiler®. Such a program would generate compilers based on
descriptions of source languages and target machines. Steel (1961b) considered this to be
the “more dignified” solution to the compiler construction problem, and hoped that effort

spent on UNCOL would later help develop compiler-compilers.

> One must keep in mind that UNCOL predates character encoding standards such as Unicode (UNICODE, 1991)
and Latin-1 (ECMA-94, 1985). Even ASCII had not been defined yet (GORN; BEMER; GREEN, 1963).
Although the first compiler-compiler was conceived and developed by Brooker et al. (1963) in the 1950s, Steel
(1961b) may have been the first to publish a description of (along with some motivation for) the idea.

6
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Full compiler-compilers — as defined by Steel (1961b), or Futamura (1999) — have not seen
much practical usage in the implementation of programming languages (WURTHINGER et
al., 2017). On the other hand, restricting automatic programming to specific parts of the com-
pilation pipeline has been more successful: parser generators have become standard compiler
technology (AHO et al., 2006, p. 287) and table-driven back end descriptors are not unusual in
modern compiler infrastructures (GOLDBERG, 2017, p. 28). Thus, it seems that, over time, the
first alternative to UNCOL has been favored, since it encourages the development of reusable

compiler parts and may also profit from advances in compiler-compiler technology.
2.3 A NEW GOLDEN AGE

In theory, UNCOL can be developed, and this is not up for debate (STEEL, 1961b). By
Church’s Law, the mere existence of an algorithm is enough to guarantee that one can produce
a corresponding program for every universal machine (FRANZ, 1994, ch. 2). What remains
are practical considerations such as UNCOL’s impact on the quality and development cost of
compilers and, arguably more importantly, on the efficiency of generated code.

Coincidentally, many properties originally attributed to UNCOL are expected of mod-
ern IRs and ILs: being general enough to represent many high-level languages, translate into
multiple target architectures, represent the essential parts of any algorithm and having features
designed to facilitate its generation and manipulation by compilers — as opposed to human
programmers (CHOW, 2013). Furthermore, even the solutions noted as alternatives to UN-
COL would benefit from its implementation. Compiler-compilers often require common ILs
— more importantly, they rely on a well-known model of computation (LEE; PLEBAN, 1987)
— to express the effects of machine operations (SCHMIDT; VOLLER, 1984); the code gener-
ation problem then resolves around inverting that mapping (CATTELL, 1980). Additionally,
the shared IR is a central component of modern compiler infrastructures like LLVM, which
use it to communicate program information across separate modules (CHOW, 2013). Finally,
any improvement in methods of compiler writing will also be absorbed by an UNCOL-based
approach (STEEL, 1961Db), so it becomes clear that the alternatives listed in Section 2.2 are not
actually mutually exclusive. This is to say that UNCOL is still a viable solution to the com-
piler construction problem. In fact, although a universal IR may sound idealistic, Chow (2013)
argues that the time is ripe to pursue the idea, which “holds promises for the entire computing
industry”.

Truthfully, much of the computing industry has changed since the inception of UN-
COL, back in 1958. The field of programming languages — theory, design, implementation and
application — has been in active research since its origins, motivating advances in compiler tech-
nology from the late 1950s to the present (MACRAKIS, 1993b). It is now common practice to
develop portable software for abstract (as opposed to real) machines, which are usually defined
in a written specification and may exist only as Virtual Machines (VMs) — machine emulation

programs implemented on top of the actual computer (CALVERT, 2015, p. 11). Examples of
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such abstract machines include the Java Virtual Machine (JVM), the execution system for the
Common Language Infrastructure (CLI) and WebAssembly. Notice that there is no significant
difference between an abstract machine, a model of computation (recall the definition from
Section 1.1) and the specification of a VM. Hence, it often makes sense to complect an abstract
machine with the IL used to program it (GANAPATHI; FISCHER; HENNESSY, 1982). One
might then reinterpret the quest for UNCOL as the search for an abstract machine or model
of computation which, along with a standard encoding, is suitable for tackling the compiler
construction problem.

Meanwhile, the problem which UNCOL was set out to solve has never entirely disap-
peared. Evidence of this is the fact that a great number of programming language implementors
choose to generate C as a portable compiler target, typically as a shortcut to avoid implement-
ing back ends for multiple machines (MACRAKIS, 1993b; OLIVA; NORDIN; JONES, 1997,
CHOW, 2013). Even if it did once disappear, the compiler construction problem seems to be
about to resurge: Hennessy & Patterson (2019) predict a “Cambrian explosion” of domain-
specific computer architectures in the next decade. They point out the need for domain-specific
programming languages and related compiler technology. This was also evident to Lattner et al.
(2021), who developed MLIR as a compiler infrastructure better suited to build domain-specific
compilers in the upcoming “golden age” of computer architecture, hardware accelerators, pro-
gramming languages and optimizing compilers (LATTNER, 2021).

In summary: the compiler construction problem is about to become more relevant
than ever, UNCOL appears to be a viable solution, and, this time around, practitioners in the
field have over 60 years of accumulated design experience and technological advances in pro-
gramming language theory and compiler technology. This motivates taking another look at the

compiler construction problem from an UNCOL perspective.

2.4 CHAPTER SUMMARY

This chapter defined the compiler construction problem and described possible solu-
tions to it, UNCOL in particular. Through a retrospective overview on the history of UNCOL,
its influence on programming languages and compilers has been unearthed. Finally, the moti-
vations for the thesis were given and justified.

The first specific goal of this work is to argumentatively put forward UNCOL as a vi-
able solution to the compiler construction problem, which is what has been done in this chapter.
In addition, the thesis aims to identify requirements and design principles for modern iterations
on UNCOL; and to use said requirements to review existing compiler IRs, looking for suitable

UNCOL candidates. The two latter points are expanded upon in the following chapters.
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3 A SURVEY ON INTERMEDIATE REPRESENTATIONS

Syntax without representation is tyranny. (SUSSMAN, 2011)’

This chapter presents a survey on portable compiler IRs (and their abstract machines).
The UNCOL theme motivates a relatively wide (for a Bachelor’s thesis) literature review scope,
which has resulted in an extensive and diverse set of references. Thus, for the sake of brevity,
basic familiarity with programming languages and compilers is assumed, although important
concepts related to IRs will be explained throughout the chapter.

An overview on the topic of compiler IRs can be found in the ACM Queue article
written by Chow (2013). Directly related works begin with Stanier & Watson (2013), with a
first survey on IRs used in compilers for imperative languages. Belwal & TSB (2015) later pub-
lished their research on IRs for heterogeneous multi-core computing. More recently, Susungi
& Tadonki (2021) reviewed IRs designed to represent “explicitly parallel” programs. These
previous surveys narrowed their scope to IRs used and designed for certain purposes; this one is
no exception. UNCOL is a universal IR. Hence, special attention is given to portable IRs, that
is, to abstract program representations which may be able to accommodate multiple high-level
languages and target architectures.

Each of the three related works classifies IRs differently. Stanier & Watson (2013) use
three aspects: structure, which can be linear or graph-based; dependency information, including
data flow and control flow; and program content, whether programs can be fully or only partially
encoded in the IR. The classification of Belwal & TSB (2015) is simpler: IRs can be “syntactic”
(represented as trees), graph-based or a mix of the two previous options. Susungi & Tadonki
(2021), on the other hand, consider four IR categories: ILs (recall the distinction described in
Section 1.3), graphs, Static Single Assignment (SSA) form and polyhedral representations.

Meanwhile, this survey groups IRs solely by their structure: Sections 3.1, 3.2 and
3.3 respectively describe linear, tree-structured and graph-based IRs. Despite being separately
classified, these kinds of IRs are frequently used together in modern compilers, albeit at dif-
ferent stages of the translation pipeline (refer to Figure 1). Stanier & Watson (2013) identify a
tendency towards: (a) parse trees and Abstract Syntax Trees (ASTs) in the front end; (b) graph-
based IRs to represent whole functions; and (c) linear IRs (usually put in SSA form during
optimizations) used for local “low-level” transformations. Additionally, they notice the trend of
using linear ILs as a human-readable format when parts of the compilers themselves are being
developed and debugged.

Section 3.4 distills the requirements and design principles, identified during the liter-
ature review, which could be applied to a modern version of UNCOL. Some existing compiler
infrastructures and their IRs are then reviewed in light of these requirements. Those are the
main contributions of this survey, but one may consider yet another to be its consideration of

functional and algebraic IRs, since these are generally not covered by related works.

7 Pronounced by Gerald J. Sussman at the 2011 Strange Loop Conference, Language Panel; St. Louis, USA.
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3.1 LINEAR REPRESENTATIONS

Linear IRs represent programs as sequences of instructions for an abstract machine.
Imagining an IL in this format is particularly straightforward when the abstract machine re-
sembles a simple stored-program computer. Thus, most ILs, including the first UNCOL ever
proposed (CONWAY, 1958), follow this pattern (FRANZ, 1994, ch. 2). It is also the preferred
IR type of VMs, since a baseline implementation can operate by interpreting an individual in-
struction, moving to the next one in the sequence and repeating this process in a loop, essentially
emulating a sequential computer. This is why linear IRs are said to be “low-level” (LATTNER;
ADVE, 2004). When interpreted by a VM, linear ILs are called bytecode formats, since each
instruction can often be encoded in a single byte (NYSTROM, 2021, ch. 14). They are also
known as P-code (portable or pseudo code), in praise of the VM-based implementation of the
Pascal programming language (WIRTH, 1993).

Despite their simplicity, linear IRs are not without disadvantages. Haddon & Waite
(1978) illustrate the challenge of choosing a minimal set of portable instructions. Their example

shows how a “low-level” IL may introduce multiple levels of inefficiency during compilation:

For some time, we included in the definition of Janus two inte-
ger division operators: DIVN (Result truncated towards Negative
infinity) and DIVZ (Result truncated towards Zero). We reasoned
that both were necessary, as it is expensive to synthesize one from
the other. The argument went that if a high-level language spec-
ified one of these operations for its integer division, e.g. DIVN,
and Janus contained only DIVZ, then a compiler would have to
generate Janus code to simulate the effect of DIVN. But a given
target machine may in fact have only a DIVN instruction. But the
translator seeing only the DIVZ in the Janus text must generate
code using the DIVN of the target machine to simulate the effect
of the DIVZ. (HADDON; WAITE, 1978)

Recovering the original intent of high-level code after it has been lowered to a linear IR is
not trivial, especially after multiple rounds of program transformations (LOGOZZO; FAHN-
DRICH, 2008). Furthermore, this “primitive mismatch” problem (which also extends to data
types, number of available registers and properties of memory operations, among other aspects)
is unavoidable: unless the IR is to expand uncontrollably, there will always be programming
language operations and machine instructions without a one-to-one mapping in the IR (GANA-
PATHI; FISCHER; HENNESSY, 1982).

Similar to instruction formats of real computers, linear compiler ILs have a simple,
regular structure. Also like the instructions of real machines, the biggest difference between
them lies in what the instructions themselves do: what sort of data they operate on, how they
access memory and what effects are caused by their execution (STANIER; WATSON, 2013).
Despite the great variety of possible instructions, linear compiler IRs can be categorized as
either stack-based or register-based JERUSALIMSCHY; FIGUEIREDO; CELES, 2005).
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3.1.1 Stack-based Bytecode

Another way to conceive linear IRs is by attempting to serialize syntax trees into a
more densely packed format. For example, a simple compiler for arithmetic expressions — such
as the one described by Aho et al. (2006, ch. 2) — can traverse ASTs in post-order and emit
bytecode at each visited node; the resulting program would be ready to be executed by a stack-
based VM - like the one described by Nystrom (2021). Figure 5 illustrates how this process
can be applied to a short program, which is parsed into an AST and serialized as a sequence
of stack-based bytecode instructions. Stanier & Watson (2013) would designate such an IL as
an extension of postfix Polish (or, reverse Polish) notation. These IRs are very compact, but
become difficult to optimize (STANIER; WATSON, 2013).

Figure 5 — Translating arithmetic to stack-based bytecode.

print 4\

[print 3% 7 + 1;

A \ 3 | 7 | mut| 1 |add |print

Source: Gabriel B. Sant’ Anna, 2022.

Koopman (1989) presented a stack computer taxonomy which can be adapted to stack-
based compiler IRs. One dimension of the design space is the number of distinct stacks available
to the machine: single-stack machines are simpler and VM implementations can be faster, but
having multiple stacks may help prevent certain classes of security vulnerabilities by separating
data and control flow manipulation (HAAS et al., 2017). The other significant aspect is the
number of operands an instruction may have: while a 0-operand “pure stack™ architecture is
almost always manipulating the topmost stack elements, 1-operand machines — also known as
single-address or “stack/accumulator” architectures — designate an additional machine register
or memory address as either input or output to each instruction (KOOPMAN, 1989, ch. 2).

The following is a non-exhaustive list of stack-based compiler IRs:

* The SECD machine. Landin (1964) designed an abstract machine to evaluate A-calculus

terms. Its O-operand IR controlled four distinct memory devices, two of which were
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stacks. Later, the SECD machine was used as a central component of the LispKit com-
piler (HENDERSON, 1980) and there was an effort to implement it directly on hardware
(GRAHAM, 1989).

Janus. Janus was an IL which shared most of UNCOL’s goals. Coleman, Poole &
Waite (1974) describe the system as a family of abstract machines with a common ba-
sic structure (a 1-operand stack-based architecture) and a universal IL. They achieved
portability through the abstraction of high-level operations as macros, which are called
in the IL and expanded in a target-specific manner when lowering to machine language
(NEWEY; POOLE; WAITE, 1972). This technique was rediscovered some years later,
in the “Universal Compiling System” proposed by Gyllstrom et al. (1979), although they
do not describe their IR in much detail. Janus was used in the implementation of a Pascal
compiler and in the design of an Algol 68 compiler (HADDON; WAITE, 1978).

U-code. A variant of P-code designed by Perkins & Sites (1979) to enable compiler op-
timizations across a wide variety of machines and languages. The 1-operand stack-based
IL was used to compile both Pascal and Fortran programs and had some degree of back-
wards compatibility with P-code—based compilers (PERKINS; SITES, 1979). U-code had
dedicated metadata instructions for the purposes of debugging, guiding optimizations and

stating program requirements (e.g., defining memory alignment restrictions).

The Amsterdam Compiler Kit IL. The Amsterdam Compiler Kit was a collection of
compiler modules created by Tanenbaum et al. (1983), based on the UNCOL idea. Their
main IR, Encoding Machine (EM) language, is linear, but the tool kit also included graph-
based global optimizations. As its name suggests, the stack-based IL was used mainly as
an encoding mechanism, where the back end maintained a simulated stack and generated
code with the aid of a target-specific “driving table”, which described how to translate
certain stack configurations into machine language. Lacking an entry in the driving table,
the compiler would inject IL instructions into the program with the purpose of coerc-
ing the stack into a known configuration. Tanenbaum et al. (1983) describe this method
as being analogous to a chess-playing artificial intelligence program, since it searches
through many possible sequences of “moves”. There were also meta-linguistic declara-
tions, not unlike those previously suggested by Steel (1961a), which helped guide the
“chess-playing” procedure. The Amsterdam Compiler Kit, originally a commercial prod-
uct, was used for many years as the native compiler toolchain in Tanembaum’s Minix
operating system (GIVEN, 2005), with support for C, Plain, Pascal, Algol 68 and more
than a dozen different hardware architectures. According to (TANENBAUM et al., 1983),
it showed that “the old UNCOL idea is a sound way to produce compilers”. The toolkit

has since been released under an open-source license, but has not received much attention.

The Categorical Abstract Machine. The Categorical Abstract Machine was created

as a mathematically well-founded method of functional programming language imple-
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mentation (COUSINEAU; CURIEN; MAUNY, 1987). The core stack-based architecture
was formally described by Cousineau, Curien & Mauny (1987), who claimed the small
changes proposed over the SECD machine enabled much simpler correctness proofs. It

was used in an ML implementation which eventually originated the OCaml programming
language (MACQUEEN; HARPER; REPPY, 2020).

JVM bytecode. Many qualities associated with the Java programming language, such as
machine-independence and memory safety, stem from its VM (LINDHOLM et al., 2015,
ch. 1). The JVM is a portable stack-based and object-oriented architecture specifically de-
signed for Java. Nonetheless, compilers for other programming languages (Kotlin, Scala
and Clojure, to cite a few) frequently target JVM bytecode in order to profit from the ma-
ture platform. Since most JVM implementations employ Just-In-Time (JIT) compilers,
which translate bytecode to machine language at run-time, JVM bytecode can be consid-
ered an IL. Still, compilers often convert the stack-based IR into a format better suited for
transformations before lowering it to machine code (LATTNER; ADVE, 2004).

Microsoft’s Common Intermediate Language (CIL). An Ecma International standard
defines the CLI (ECMA-335, 2012), which includes a common type system, a stack-based
virtual execution system and an accompanying IL, the CIL. The machine-independent
infrastructure was built with maximum portability in mind; in order to integrate multi-
ple programming languages in the same platform, it was “designed to be large enough
that it is properly expressive yet small enough that all languages can reasonably accom-
modate it” (ECMA-335, 2012, p. 14). One way the CLI attempts to deliver practical
language interoperability is by providing abstract operations (such as a “virtual call-
ing convention”) and extensible IL. metadata that let compiler front ends communicate
optimization-relevant information all the way to the execution engine, which can then
tailor code generation decisions to the user’s machine. In general, such on-the-fly code
generation methods aim to counteract the efficiency losses which tend to arise when using
machine-independent IRs (FRANZ, 1994, ch. 7). The standard also defines a subset of
the CLI which is verifiable with respect to memory safety (ECMA-335, 2012, p. 14).

WebAssembly. WebAssembly is a VM-bytecode pair for the Web platform. Despite
currently being in a minimum-viable-product state, it was collaboratively designed by
engineers from major browser vendors (HAAS et al., 2017) and therefore boasts wide
availability on consumer devices. The stack-based architecture is explicitly noted by
Haas et al. (2017) as merely a mechanism to easily achieve a formalization of the abstract
machine and provide a compact program representation. Hence, many design decisions
— notably, prohibiting irreducible control flow — aim to enable quick conversion into IRs
better suited for program transformations and compiler optimizations, such as a register-
based SSA (HAAS et al., 2017).
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3.1.2 Register-based Three-Address Codes

Register-based compiler IRs are often synonymous with Three-Address Codes (3ACs),
although alternative architectures exist (and are mentioned below). In a typical 3AC, each
instruction performs a single operation, having at most two inputs and one output (AHO et al.,
2006, ch. 6). An example is shown in Figure 6, which displays the small program from Figure 5
encoded in a 3AC IL.

Figure 6 — A simple 3AC program, using LLVM-like syntax.

%1l = i32 1
%3 = i32 3
W7 = i32 7
%tm = mul %t3, %t7
%ta = add %tm, %tl

%_ = call @print(%ta)

Source: Gabriel B. Sant’ Anna, 2022.

In most register-based IRs, the compiler assigns a named register to all intermediate
results. This has the advantage of facilitating the reuse of previously computed values: one
simply needs to refer to the name associated with it, as opposed to having to perform a series of
memory and stack manipulation operations (KOOPMAN, 1989, ch. 3). A disadvantage lies in
the fact that the compiler needs to allocate a register for every single intermediate value in the
program: if the abstract machine has a limited number of registers, this becomes a non-trivial
problem (AHO et al., 2006, p. 505). According to Aho et al. (2006, p. 363), the use of names in
3ACs allows programs to be transformed and rearranged much more easily than would be the
case with stack-based bytecodes, since the latter requires the insertion of instructions in a very
specific order to achieve the effects described by the original high-level program.

There are many ways for a compiler to implement 3ACs. The most straightforward
representation consists of quadruples: sequences of four-field records containing the instruction
code, (up to) two argument registers and a named result (AHO et al., 2006, p. 366). Triples
are a close alternative, where the result’s “name” is implicitly defined by the position of the
instruction in the containing sequence. The triple scheme requires less space and lets the com-
piler use numbers (which are faster indexes and easier to generate) instead of arbitrary names
(STANIER; WATSON, 2013). Since triples associate instruction indexes with their produced
results, reordering operations requires the compiler to update all uses of the result of a relo-
cated triple. Indirect triples offer a solution to that problem by uncoupling program order from
result handles, such that a reference to a triple is kept stable even when the program is being
transformed (AHO et al., 2006, p. 368). Figure 7 shows a single program (the same one from
Figure 6) represented as quadruples, triples and indirect triples. In the last representation, the

program was reordered so as to load the constant 1 after the mul instruction.



29

Figure 7 — Quadruples (left), triples (center) and indirect triples (right).

PROGRAM: PROGRAM: 0: <comst, i32, 1>
<const, 132, 1, %ht1> [0: const, i32, 1 1] 1: <const, 132, 3>
<comnst, i32, 3, %t3> [1: const, i32, 3] 2: <comnst, 132, 7>
<const, i32, 7, %ht7> [2: const, i32, 7 ] 3: <mul, (1), 2>
<mul,  %t3, %t7, %tm> [3: mul, (1, @] 4: <add, (3), (0)>
<add, %tm, %t1l, %ta> [4: add, (3), (0] 5: <print, (4), _>
<print, %ta, _, > [6: print, (4), _] PROG': [ 1; 2; 3; 0; 4; 51

Source: Gabriel B. Sant’ Anna, 2022.

Register-based compiler IRs include, but are not limited to:

* Conway’s UNCOL. In the first proposed UNCOL design, Conway (1958) partially de-
scribes a register-based IR. He believed that minimalistic abstract machines, with fewer
registers and instructions, would provide greater opportunity for code optimization. Thus,
his IR follows a single-address architecture, where operations specify only their output

locations, and operands are always read from predefined “argument-storage” registers.

* Steel’s UNCOL. As one of the authors of the UNCOL report, Steel (1961a) provides
further detail on how a universal IR could be envisioned. Like Conway, Steel points
towards a single-address machine. He indicates the need to describe, for every item of
data expressed in the IL, properties such as type, numerical range, precision and storage
allocation, arguing that (at least some of) these could be achieved with a mechanism to
define the lexical and syntactical structure of language elements®. Steel also suggests that
some instructions should aid compiler optimizations through meta-linguistic declarations
such as “the next 20 statements form a loop”. Finally, a striking feature of Steel’s UNCOL
was that commands could have different behavior based on the data types being operated
on. This type-based instruction overloading, not unlike the one used in the CIL, results
in a smaller IR: a single addition command, for example, would work with both integers

and floating-point numbers. Like Conway’s UNCOL, this IL was never implemented.

e IBM’s PL.8 compiler. The PL.8 project was a compiler which could accept multiple
source languages (Pascal and a variant of PL/I) and produce optimized code for several
different machines, notably by the means of a common IR “closely matching the compu-
tational semantics of the target machines” (AUSLANDER; HOPKINS, 1982). Its IR was
a 3AC with an unlimited number of virtual registers. This is a notable feature of the IR’s
design because it may have prompted the invention of SSA form, especially since Rosen,
Wegman & Zadeck (1988) were familiar with IBM’s PL.8 infrastructure.

8 Classic formal language techniques were relatively novel at the time (MACRAKIS, 1993b), so Steel (1961a)
proposed using first-order logic — and not grammars or regular expressions — to describe syntax.
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* The Stanford University Intermediate Format (SUIF). SUIF was a compiler frame-

work heavily influenced by the concept of a universal IR. It is divided into a “kernel”,
which consists of IR generation and manipulation procedures, and a “toolkit” with front
end and back end modules using the IR as a common interface (WILSON et al., 1994).
SUIF’s IR is described as a “mixed-level” program representation, being for the most part
a 3AC, but also including tree-like constructs for loops, conditionals and array accesses
(WILSON et al., 1994). The infrastructure was released for free as an attempt to solve
the compiler construction problem in research. It succeeded to some degree: there were
multiple research projects based on SUIF, with front ends implemented for C, Fortran,
Java and C++ (SUIF, 2005). However, its place in research has since been occupied by
LLVM (FARVARDIN; REPPY, 2020).

GCC’s Register Transfer Language (RTL). GCC is another well known compiler col-
lection and infrastructure, notable for being used in the Linux kernel (FSF, 2022). Ac-
cording to Lattner (2021), GCC’s open-source nature created a turning point in the com-
piler industry around the 1990s (back in a time when most compilers where commercial
products, all mutually incompatible), enabling collaboration from academia and industry,
reducing language community fragmentation and to a great extent achieving the N + M
scaling of multiple front ends and back ends. GCC officially supports C, C++, Objective-
C, Fortran, Ada, Go and D, for countless back ends (FSF, 2022). Still, modern compilers
tend to gravitate towards the LLVM infrastructure, mainly due to its modular architecture
and better-specified (even if slightly unstable) IL. GCC has multiple IRs (MERRILL,
2003), the oldest one being RTL, a 3AC with an infinite number of virtual registers. Un-
like LLVM IR, RTL’s SSA form is optional (FSF, 2022, ch. 14).

The LLVM Project (and derivatives). LLVM is a modern compiler framework origi-
nally designed by Lattner (2002) to tackle the challenges originated by recently developed
programming practices, namely the support for dynamic extensions to long-running pro-
grams and multi-language software development. A solution is envisioned as the combi-
nation of capabilities previously considered to be mutually exclusive: while classic com-
pilers provide ahead-of-time code optimization and a language-agnostic runtime model,
VM-based approaches such as the JVM or the CLI can implement profile-guided JIT
transformations by preserving program information until run-time (LATTNER; ADVE,
2004). Providing all of these features is LLVM’s goal, which, according to Lattner &
Adve (2004), is achieved through its innovative IR design and the open-source compiler
infrastructure built around it. LLVM’s IR can be described as a register-based 3AC (al-
though the implementation places the linear IR inside Control Flow Graph (CFG) nodes)
in SSA form, extended with “high-level” type information. The LLVM infrastructure has
been successfully applied in academia and in the industry, with countless programming
languages implemented on it due to its maturity and ability to emit optimized code for

many target architectures (LLVM, 2022). Although earlier versions of LLVM were quite
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minimalistic, with only 31 opcodes (LATTNER; ADVE, 2004), it has been in a constant
state of change and expansion: the current version (LLVM 13) of the IL reference docu-
mentation (LLVM, 2022) can fill over 300 printed pages. This instability and constantly
increasing complexity has led some groups to create similar IRs, isolated on purpose from
the main LLVM infrastructure. Examples include Khronos’ SPIR-V (KHRONOS, 2020),
which can be described as a fork of LLVM IR specialized for parallel computation and
graphics processing, and Cranelift, which has been considered as a faster (in terms of
compile time) alternative to LLVM for debug builds (LARABEL, 2020).

The Join Calculus Abstract Machine. Calvert (2015) proposes using the join calcu-
lus as the foundation for a parallel abstract machine and LLVM-like linear compiler IR.
He argues that the resulting design could be used as a universal IR, especially since,
among other members of the process calculi family, the join calculus seems to be partic-
ularly suitable for the efficient implementation of programming languages (FESSANT;
MARANGET, 1998; FOURNET; GONTHIER, 2000).

Heterogeneous System Architecture (HSA) IL . HSA IL is described as a low-level vir-
tual instruction set for the architectures supported by the HSA Foundation (HSA, 2018).
According to Chow (2013), although the register-based IL’s extensive specification could
be a step forward in what concerns universal IRs, the complexity of the HSA program-
ming model makes it unlikely that compilers will use it as anything other than a target
for HSA-compatible devices. For instance, a limited number of registers (HSA, 2018)

implies that most program transformations may need to invoke a register allocator.

3.2 TREE-STRUCTURED REPRESENTATIONS

Trees are probably the single most common compiler data structure. Although mainly

utilized to represent the syntactic structure of high-level languages, tree-based IRs are also used

for macro expansion, type checking and some program transformations (AHO et al., 2006,

ch. 6). A simple high-level program represented as an AST has been shown in Figure 5.

3.2.1 Generic Tree Encodings

Trees are generally considered language-dependent compiler IRs, since each node in

the tree normally corresponds to a specific programming language construct (AHO et al., 2006,

sec. 2.5.1). Still, a few works propose language-independent tree-structured ILs:

e Architecture Neutral Distribution Format (ANDF). ANDF has been described as
an “architecture- and language-neutral distribution format resembling a compiler inter-
mediate language”, aiming to succeed where UNCOL proposals had previously failed
(MACRAKIS, 1993b). ANDF was essentially a compact binary format used to encode
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program trees in a standard manner. Defined by the Open Software Foundation, the sys-
tem took a very pragmatic position on the problem of portability: “ANDF is not a tool for
making non-portable software into portable software [an unsolvable problem], but a tool
for distributing portable software” (MACRAKIS, 1993b). The major mechanism used to
achieve practical language and machine independence was a macro system reminiscent
of Lisp’s syntax macros. In ANDF, static conditional branches, identifier references, con-
stant literals, type layout and even other macros could be identified and stored separately
from the main program. This allowed the system to retain portability and preserve the
potential for both language- and machine-specific optimizations, since such delayed defi-
nitions could be “linked in” and expanded only when appropriate, up until the moment the
program was loaded (MACRAKIS, 1993c). ANDF was only ever implemented in UNIX
systems, and for the C programming language (MACRAKIS, 1993a). The implementa-
tion, documented as TenDRA, was later released as an open-source compiler framework
(TenDRA, 2022). Stavros Macrakis (personal communication, 2021) suggests ANDF
was not widely adopted mainly because of: (a) lack of interest from UNIX vendors; and
(b) the compiler construction problem becoming less relevant as the computer market was

dominated by specific (software and hardware) systems.

* Semantic Dictionary Encoding. Proposed by Franz (1994), “semantic dictionaries” can
encode general ASTs in a compact tabular form. It was used as Oberon’s module in-
terchange format, also known as “slim binaries”. It achieved portability by distributing
high-level source programs, while the “fat binary” alternative was to package multiple
machine-specific objects in the same executable file (FRANZ; KISTLER, 1997).

* The ROSE compiler. ROSE is an open compiler infrastructure for the development of
program analysis tools and source-to-source transformations. Given its goals, a generic
tree-based IR is a natural fit. The framework has been used to develop tools and research
projects for C, C++, Fortran, Java, Python and PHP, among others (LLNL, 2022).

3.2.2 Programming Languages as Compiler ILs

Some high-level programming languages have been used as compiler ILs. Instead of
generating machine code (or VM bytecode) directly, compilers can emit a program encoded in
another high-level language® and then call one of its existing back ends (or use an existing VM
implementation). Typically, this is done to avoid re-implementing architecture-specific trans-
formations and code generation (OLIVA; NORDIN; JONES, 1997), but also provides a way
to reuse developer tools (debuggers, for instance) in a newly-created programming language.
This approach is hereby grouped with other tree-structured IRs, since trees are the standard

computer-oriented representation of high-level languages.

9 Compilers translating one high-level language into another are also called “transpilers” (POUNTAIN, 1989).
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Although not the only programming language to have been repurposed as a compiler
target, C is the most notorious. It has been used in countless implementations of other high-level
languages, including C++, Ada, Cedar, Eiffel, Modula-3, Pascal, Standard ML. (MACRAKIS,
1993b), Scheme and Haskell (OLIVA; NORDIN; JONES, 1997). Alan Kay even considers
C to have become a “de facto UNCOL” (FELDMAN, 2004), since the standard is portable
and compilers are available on most platforms. Another programming language being targeted
by various compilers is JavaScript. According to Haas et al. (2017), this is mainly due to
“historical accident”, since JavaScript was (until the very recent advent of WebAssembly) the
only computer language with standardized support in the Web platform. Figure 8 illustrates the

use of C and JavaScript as compiler targets.

Figure 8 — JavaScript’s monopoly and C’s ubiquity.
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Source: Gabriel B. Sant’ Anna, 2022.

High-level programming languages are designed to be written and understood by hu-
mans. This leads to a set of design decisions which make them undesirable as compiler IRs
(CHOW, 2013): text encodings are far less compact — and also much harder to parse and trans-
form — than binary formats (HAAS et al., 2017); some high-level languages simply lack the
mechanisms to perform lower-level operations needed by other languages (JavaScript, for ex-

ample, does not have integers); and the semantics of a “target” programming language are more
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often than not incompatible with those of other “source” programming languages. This last
point has been noted as the main reason not to use C as a compiler IL.

Oliva, Nordin & Jones (1997) argue that C is not suitable to represent functional lan-
guages, mainly because C compilers do not ensure Tail Call Optimization (TCO) (BAKER,
1995), lack precise garbage collection and cannot encode — neither discover by themselves —
some of the program properties guaranteed by functional languages (such as data immutabil-
ity or pointer aliasing restrictions) which would otherwise enable more optimizations during
code generation. Furthermore, Macrakis (1993b) considers C to be under-specified: aspects
which would be relevant to an optimizing compiler, such as supported integer ranges or the be-
havior of out-of-bounds array accesses, are either implementation-defined or not defined at all.
Of course, Turing-completeness means that none of this prevents a transpiler from generating
portable C programs which emulate the abstract machine exposed by other languages. This,
however, would introduce unacceptable performance degradation when the models of compu-
tation do not match (HADDON; WAITE, 1978). According to Macrakis (1993b), emulating
another high-level language requires C generators to commit to a concrete implementation of
every single construct in the source language; whichever strategy is chosen will almost certainly
not be appropriate for all target architectures and cannot be adapted by the C compiler being
used as a back end, since it knows nothing about the higher-level source language.

In this category of compiler ILs, a final candidate is Lisp:

A carefully chosen small dialect of LISP would be a good UN-
COL, that is, a good intermediate compilation language. [...] Up
to now, the UNCOL idea has failed; the usual problem is that
proposed UNCOLSs are not sufficiently general. I suspect that this
is because they tend to be too low-level, too much like machine
language. I believe that LAMBDA expressions, combining the most
primitive control operator (GOTO) with the most primitive envi-
ronment operator (renaming) put LISP at a low enough level to
make a good UNCOL, yet at a high enough level to be completely
machine independent. (STEELE, 1976)

Steele (1978) implemented this idea in his Scheme compiler, Rabbit, a seminal work present-
ing the first use of Continuation-Passing Style (CPS) in a compiler. CPS is a representation in
which control points are explicitly named, manipulated and invoked (STEELE, 1976). Steele’s
proposal relies on Scheme’s guaranteed TCO and its strong proximity to the lexical-scoped
applicative-order A-calculus. These qualities, combined with Lisp macros and an imperative
assignment operator, allow for a straightforward implementation of most programming lan-
guage constructs; thus, Scheme was its own IL (STEELE, 1976).

The Rabbit compiler operated through source-to-source transformations, lowering high
level functional Scheme code into an imperative-style CPS IL, which happened to be a subset of
Scheme itself. Further research on the topic of compiling with continuations adopted the same
source-to-source explanation of CPS (FLANAGAN et al., 1993; KENNEDY, 2007; MAURER
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et al., 2017; CONG et al., 2019). Although Steele’s work was primarily research-oriented,
Adams et al. (1986) used its design as a base for their optimizing Scheme compiler, Orbit. This
later work proved that CPS transformations could be an effective tool in optimizing compilers,
since Orbit was used to produce code competitive with C, Pascal, Modula-3 and Lisp systems
of the time (ADAMS et al., 1986).

At last, it should be noted that Lisp’s syntax appears to be more suitable for a compiler
IL than that of most other programming languages, since it trivially maps to ASTs!?. Regard-
less, Macrakis (1993b) points out that Scheme as a compiler IL shares some flaws with other
high-level language options, notably due to Lisp systems’ reliance on garbage collection and

lack of concrete data definition facilities — both properties shared by the untyped A-calculus.

3.2.3 Algebraic ILs

Another class of representations whose use in compilers has been proposed consists
of “algebraic” ILs. These are formal languages from the lineage of term rewriting systems
(e.g., mathematical logic), which have become foundational for programming language and
type theory (PIERCE, 2002, ch. 5). While there have been operational machine-like approaches
(such as the SECD machine, mentioned in Section 3.1) to defining these models of computation,
the usual method is more syntax-directed, with ASTs used to express programs, as well as their
execution (HARPER, 2016, sec. 5.5). Manipulating code through an algebraic representation
has the advantage of enabling the application of well-known mathematical proof methods to
programming languages (PIERCE, 2002). The A-calculus is one such algebraic language; its
syntax is displayed in Figure 9. It could also be considered a family of languages (or calculi),

due to its many different extensions and typed variants (PIERCE, 2002).

Figure 9 — The A-calculus (left) and the 7-calculus (right).

M, N = terms P, Q= processes
by variable 0 null process
Ax.M abstraction vx.P new local channel x
MN application x(y).P receive message y on x

x(y).P send message y on x
T.P silent action
P| QO parallel composition
P+ 0 choice operator
P replication

Source: Gabriel B. Sant’ Anna, 2022.

Milner (1993) has claimed that, although A-functions are “an essential ingredient” of

sequential program semantics, handling concurrency requires a different framework. Albeit

10" As explained by McCarthy (1978), this is by design. The infamous S-expression notation, which ended up
becoming Lisp’s standard programming syntax, was originally created as a computer-oriented representation.
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notoriously hard for humans to reason about, concurrent programs are an important part of
modern computing (PESCHANSKI, 2011). This had already been predicted in the 1950s:

Everyone looks with dread at the possible computers of the next
decade, which will be simultaneously executing multiple asyn-
chronous stored programs. There is little reason to expect a re-
versal of this trend. (STRONG et al., 1958a)

The need for mechanisms to formally reason about concurrent processes has fostered the family
of process algebras (or, process calculi), notably including Milner’s z-calculus (also shown in
Figure 9) and its many variations (PALAMIDESSI, 1997). According to Fournet & Gonthier
(2000), calling these formal systems calculi implies in the possibility of using them for equa-
tional reasoning (i.e., to calculate). This requires a notion of “equality”, an operational equiv-
alence relation between programs, and many such relations have been proposed for process
calculi (FOURNET; GONTHIER, 2000). These are particularly interesting to compiler writers,
who must ensure that transformations and optimizations preserve program equivalences.
Algebraic ILs are usually associated with compilers of functional programming lan-

guages, possibly due to their strong relation with the A-calculus. Examples include:

» m-threads. Peschanski (2011) proposes a variation of the 7-calculus as a parallel abstract
machine model and compiler IL. He provides some safety proof outlines in the resulting

model, but no benchmarks are shown.

* Haskell Core. Haskell’s main IL, Core, is based on System Fw, a typed variant of the
A-calculus (DOWNEN et al., 2016). The compiler maintains this functional IL in Ad-
ministrative Normal Form (ANF), an alternative to CPS which admits many of the same
transformations (MAURER et al., 2017).

» Sequent Core. Under the Curry-Howard correspondence, the classic A-calculus is equiv-
alent to Gentzen’s natural deduction logic (WADLER, 2015). However, natural deduc-
tion was defined along with another reduction system, the sequent calculus (GENTZEN,
1964). Downen et al. (2016) describe Sequent Core as an experimental Haskell IL based
on sequent calculi. The result, as Cong et al. (2019) observe, comes closer to CPS form
than to Core’s traditional ANF, enabling more optimizations (DOWNEN et al., 2016).
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3.3 GRAPH-BASED REPRESENTATIONS

Directed graphs (or, just graphs) are one of the most pervasive structures in Discrete
Mathematics and Computer Science (CORMEN et al., 2009, ch. VI). A graph can be defined
as a pair (N,E), where N is a set of nodes (or, vertices) and E C (N x N) a set of edges (alter-
natively, arcs), consisting in ordered pairs of nodes. A path in a graph is any sequence of nodes
[vo, ..., vn] such that every consecutive pair (v;,v;;1) is an edge in E. When all paths beginning
at node vo and eventually reaching node v,, pass through an intermediate node vy, it is said that
vy dominates v, with respect to vg. Furthermore, any two nodes (a,b) are said to be strongly
connected if there is a path (however long) from a to b; when such a path can only be formed
by adding reverse edges to the graph (that is, adding edges (v,u) for any subset of (u,v) already
present in E), a and b are said to be weakly connected; otherwise they are disconnected. By
extension, an entire graph can be called strongly (or weakly) connected when all of its nodes
are strongly (resp. weakly) connected to all other nodes in the graph. A Strongly Connected
Component (SSC) in a graph G = (N, E) is any subgraph G’ = (N’ C N, E’ C E) which is it-
self a strongly connected graph. Finally, if a directed graph contains at least one node strongly
connected to itself through a non-trivial (i.e., non-empty) path, the graph is said to be cyclic, as
this implies the existence of a path starting at that node and eventually circling back to it; oth-
erwise, it can be called a Directed Acyclic Graph (DAG). Offner (2013) details the applications
of graphs in optimizing compilers.

Graphs are very general mathematical structures: nodes in a graph may be associated
to objects of any kind, and edges can be used to represent arbitrary relations between such
objects. In the context of compilers, graphs have been used to represent various relations be-

T such as “flows to” (control flows from a subroutine to the next),

tween parts of programs
“depends on” (an instruction’s result depends on its arguments), “calls” (e.g., procedure foo
may call procedure bar), “happens before” (one memory operation happens before the other),
etc (STANIER; WATSON, 2013; SHIVERS, 1988; ADVE; BOEHM, 2010). Each distinct set

of relations being expressed gives rise to a different graph-based IR.
3.3.1 Control Flow Graphs

Control Flow Graphs (CFGs) are classic IRs used in optimizing compilers to partition
procedures into nodes and express control flow between them (AHO et al., 2006, ch. 525).
Nodes in a CFG are “basic blocks”, which, according to Aho et al. (2006, p. 525), consist in
linear instruction sequences with a single entry and no exit points until the very last instruction.
Then, graph edges are used to link basic blocks to every other node the program could branch
off to by the end of that instruction sequence. This leads to the classification of compiler
optimizations as either local (to a basic block) or global (but still within the same procedure)
(AHO et al., 2006, ch. 533). Figures 10 and 11 show a C program and an equivalent CFG.

1 In fact, trees are also a limited kind of graph. Still, this survey treats them as separate IR structures.
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Figure 10 — C program with an input-controlled loop. Figure 11 — A CFG, equivalent to Figure 10.
1 int f({int n) @
2 {

3 int p = 1; INIT:

4 int ¢ = 0; Fi)”i T c, i, t;
5 c=0;

6 for (int i = 0; i < m; ++i) { oto TEST

7 int t = c;

8 c=p*tc 4

? p=1;

10 + goto BODY;
! ) \m END;

12 return c;

13}

Source: Gabriel B. Sant’ Anna, 2022.

Source: Gabriel B. Sant’ Anna, 2022.

As exemplified in Figure 11, cyclic CFGs can represent the branching behavior of
programs with loops. However, not all loops are created equal. Computer languages with
goto or equivalent constructs may be used to write programs displaying irreducible control
flow (STANIER; WATSON, 2012). Irreducible programs can be identified as such when (a)
their CFG contains a cycle and (b) there is no node in the cycle which dominates all others
(in the cycle, with respect to the procedure’s entry point). More informally, irreducible control
flow is caused by “jumping inside a loop” (UNGER; MUELLER, 2002). However, even in
programming languages without goto, this property may “naturally” arise as a result of program
transformations and compiler optimizations (STANIER; WATSON, 2012).

Irreducibility is often considered a problem because many compiler algorithms either
do not work or have different asymptotic complexity in its presence (STANIER; WATSON,
2012). For this reason, some IRs (e.g., WebAssembly) make irreducible control flow impos-
sible to represent. Therefore, compilers which lower optimized programs into an IR (or pro-
gramming language, in JavaScript’s case) which cannot represent irreducible control flow have
to implement non-trivial workarounds (UNGER; MUELLER, 2002). Although standard tech-
niques to do so exist in the compiler literature (AHO et al., 2006, sec. 9.7.6), they either cause
an exponential size blowup at the IR level (CARTER; FERRANTE; THOMBORSON, 2003)
or require complex analyses to modify the program, adding guard predicates and state variables
(ZAKALI, 2011; BAHMANN et al., 2015). Lastly, although irreducible flow can be detected
and eliminated within individual procedures, doing so across function calls is not possible in
general (SHIVERS, 1988).
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3.3.2 Data Flow Graphs

CFGs are chiefly concerned with control flow, the “shape” of a program. They do
not directly represent data flow information, especially not across basic blocks. Hence, Data
Flow Graphs (DFGs) are the traditional approach to representing relations between definitions
and uses of program values — also known as “def-use” chains (STANIER; WATSON, 2013).
Figure 12 shows a DFG derived from the previously discussed C program.

Since data dependencies are generally expected (and often required) to be acyclic, so
are DFGs. In most computer languages, this raises the problem of having to express many
different values associated with the same variable name. For instance, imperative assignments
suchas ¢ = p + c (as seen in Figure 10, line 8) would apparently require a cyclic DFG, since
data stored in a variable may depend on its own previous definition. Fortunately, there are

techniques (e.g., SSA form) which can be used to “break” apparent data flow cycles.

Figure 12 — Acyclic DFG for the looping program of Figure 10.

Source: Gabriel B. Sant’ Anna, 2022.

Most programs cannot be represented by a DFG alone. This becomes clear when com-
paring Figure 12 with the original program: the illustrated DFG cannot represent the relation
between the conditional form (indicated by the node labeled as “if”) and its mutually-exclusive
branches (one which returns from the function and the other which continues its internal com-
putation), nor does it clearly indicate that nodes p, c, i correspond to inputs of the 1oop node
(whose body is outlined within Figure 12 for the sake of clarity). Therefore, the DFG does not
substitute the CFG, but rather enriches it with information that is useful for many analyses and
transformations (AHO et al., 2006, ch. 9).
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3.3.3 Hybrid Dependence Graphs

Unfortunately, having both a CFG and a DFG forces compilers to keep the sepa-
rate structures consistent with each other across program transformations, which can be costly
(STANIER; WATSON, 2013). Given the importance of def-use — and its converse, “use-def”
— information for compiler optimizations, this has motivated the creation of alternative IRs and
techniques to combine control and data flow information in a single IR. One such approach is
what Lawrence (2007, p. 16) refers to as an “SSA CFG”, that is, a CFG which respects SSA
form in the contents of its basic blocks. According to Stanier & Watson (2013), maintaining
SSA form within compiler IRs has become standard practice in research and in the industry.

Static Single Assignment (SSA) is a technique invented by Rosen, Wegman & Zadeck
(1988) to enable the efficient representation of use-def and def-use relations. It should be noted
that SSA, by itself, is not an IR, but a program property. Therefore, it can be achieved in
any representation, including linear 3ACs, graphs-based IRs and even high-level programming
languages (STANIER; WATSON, 2013). For example, Figure 13 displays the same program
from Figures 10 and 11, now encoded in LLVM IR (left) and as a Scheme program (right).
These programs are equivalent and respect SSA form, as explained below.

Figure 13 — Imperative ¢s versus functional blocks.

define 132 @f(i32 %n) 1 (define (f n ret)

{ 2

INIT: 3 (define (loop p ¢ i)
br label %TEST 4 (define (BODY)

5 (let ((p2 c)

TEST: 6 (c2 (+ p c))
%pl = phi i32 [ 1, %INIT 1, [ %cl, %BODY ] 7 (12 (+ i 1))
%cl = phi i32 [ 0, %INIT 1, [ %c2, %BODY ] 8 (loop p2 c2 i2)))
%il = phi i32 [ 0, %INIT ], [ %i2, %BODY ] 9
%00 = icmp slt i32 %il, %n 10 (define (END)
br i1 %b0, label %BODY, label %END 11 (ret c))

12

BODY: 13 (begin ; TEST

%c2 = add i32 %pl, %cl 14 (if (< i n)
%i2 = add i32 %il, 1 15 (BODY)
br label %TEST 16 (END))))

17

END: 18 (begin ; INIT
ret i32 Ycl 19 (loop 1 0 0)))

+

Source: Gabriel B. Sant’ Anna, 2022.

As the acronym suggests, a program in SSA form assigns all of its “variables” precisely

once, creating a local mapping from names to program values. Furthermore, no variable may
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be used without being defined first (in a CFG, this can be rephrased as “every basic block
which uses a value is dominated by the basic block which defines it”). These properties make
it trivial to find the definition of a value when, later in the program, it is being used in some
operation (LATTNER, 2002, p. 16). In order to handle different mutable assignments to the
same variable, SSA uses a special ¢ operator. ¢ nodes (when represented in a graph-based
IR) or ¢ functions (in a register-based IR) use control flow information to resolve the correct
value of variables within their basic blocks (STANIER; WATSON, 2013). Intuitively, ¢ nodes
extend basic blocks with formal arguments, much like parameters in a procedure. In fact, some
compilers (e.g., MLIR) achieve SSA form through such “extended basic blocks”, instead of
the equivalent ¢ nodes (LATTNER et al., 2021). Figure 13 (left) displays LLVM syntax for
¢ functions: each operand to a phi pairs a value and a block label, and its result depends on
which block preceded the current one during program execution.

Programs expressed in a “purely functional” manner — with no mutable variable assign-
ments — are in SSA form by definition. This similarity has been observed by Kelsey (1995), who
proved that SSA corresponds to a restricted version of CPS by describing conversion methods
between both representations. Appel (1998) states that SSA is functional programming, re-
discovered by developers of imperative language compilers. To illustrate this point, Figure 13
displays two equivalent SSA-form programs; while the LLVM versions requires ¢ instructions,
the Scheme one uses pure functions as extended basic blocks — notice that it displays the same
number of “block arguments” (three) as there are phi instructions in the LLVM IR program.
This Scheme program was manually produced as an intermediate step when building the acyclic
DFG shown in Figure 12. Basing the DFG on the LLVM version instead would have resulted
in an equivalent, yet cyclic, graph, with a ¢ node at every cycle, clearly marking a “temporal
dependency”, that is, the influence of control information in the data flow graph.

Maintaining SSA form within a CFG is not the only way to combine control and data
flow information in a single IR. Within this group of hybrid graph-based IRs, it is also possi-
ble to identify a chronological succession of so-called “dependence graph” designs, each one

aiming to improve upon its predecessors:

* The Program Dependence Graph (PDG) — Originally developed by Ferrante, Otten-
stein & Warren (1987), the PDG is a directed multigraph!? combining a CFG and a data
dependency graph. The latter differs from a data flow graph because edges follow the use-
def direction, instead of def-use. The PDG is a useful representation for many compiler
optimizations (LAWRENCE, 2007; STANIER; WATSON, 2013). However, maintain-
ing its invariants across program transformations has a high cost in comparison to the
alternatives, and it complicates other analyses due to aliasing and side-effect problems
(JOHNSON, 2004, sec. 3.1). Stanier & Watson (2013) note that they were not aware of

12" Multigraphs extend graphs with the ability to identify multiple different edges with the same nodes at their
extremities. This is particularly useful for dependency graph IRs, which may attribute different meanings to
two edges leaving a certain node, even if both connect to a common node on the other side.
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any compiler primarily using the PDG, despite it being the most cited IR in their survey.
A more detailed critique of the PDG is provided in the work of Johnson (2004, sec. 3.1).

The Program Dependence Web (PDW) — Ottenstein, Ballance & MacCabe (1990) de-
signed the PDW by augmenting the PDG with “gated SSA form”, which (unlike classic
SSA) is a representation that admits direct program interpretation. Unfortunately, the
PDW puts an even higher burden on compilers, since its construction requires five passes
over the PDG and it cannot directly represent irreducible control flow (JOHNSON, 2004;
STANIER; WATSON, 2013; REISSMANN et al., 2020).

The Value Dependence Graph (VDG) — According to Weise et al. (1994), “dependence
graph” IRs can be viewed as different approaches to removing the limitations of a CFG.
They propose the VDG as a next step in this direction, aiming to represent programs only
with dependency information and a few special operators. The IR was deemed unsuitable
for non-experimental use because it may fail to preserve program termination behavior
(JOHNSON, 2004; STANIER; WATSON, 2013; REISSMANN et al., 2020).

The Value State Dependence Graph (VSDG) — In order to address the VDG’s termina-
tion problem, Johnson (2004) augmented it with state dependency edges. The resulting
IR is similar to the PDG in the sense that it combines control and data flow information in
a single graph, but without the ordering restrictions of a CFG. Like the VDG, the VSDG
is implicitly in SSA form, which eliminates certain problems found in the PDG (JOHN-
SON, 2004, sec. 3.1). According to Lawrence (2007, sec. 2.2), while SSA CFGs corre-
spond to functional programs under an eager evaluation strategy, VSDGs correspond to
functional programs under a lazy evaluation strategy. While this aids some optimizations,
it makes it hard to efficiently preserve the semantics of effectful computations, which are
not functional in nature (REISSMANN et al., 2020). Figure 14 displays a VSDG.

The Regionalized Value State Dependence Graph (RVSDG) — Lawrence (2007) ar-
gues that the VSDG’s problem when representing effectful computations can be solved
by augmenting it with the concept of graph “regions”. The RVSDG is a multigraph with a
hierarchical structure; some of its nodes introduce regions, and regions can contain entire
subgraphs. This also leads to an IR which can capture more abstract notions directly in
its structure. For example, 6 nodes in an RVSDG explicitly indicate that the subgraph
within their region constitutes the body of a loop (REISSMANN et al., 2020). Mean-
while, detecting the same loop in a CFG would require a graph traversal. Another key
aspect of the RVSDG is that it provides interprocedural constructs in the IR itself: it can
“represent a program as a unified data structure where a def-use dependency of one func-
tion on another is modeled the same way as the def-use dependency of scalar quantities”
(REISSMANN et al., 2020). Despite having been initially described by Lawrence (2007),

it seems that the RVSDG was not implemented and empirically evaluated until the work
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of Reissmann et al. (2020) on the jlm compiler. Figure 15 illustrates an example RVSDG,

which is equivalent to the program previously shown in Figures 10-14.

Figure 14 — VSDG equivalent to Figures 10-13. Figure 15 — An RVSDG, equivalent to Figure 14.
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Source: Gabriel B. Sant’ Anna, 2022. Source: Gabriel B. Sant’ Anna, 2022.

Separate from the *-DG line of research (from PDG to RVSDG) is Click’s IR (CLICK;
PALECZNY, 1995). According to Johnson (2004, sec. 2.1.5), it can be seen as a variation of the
PDG which combines a control subgraph and a data subgraph, connecting them at PHI nodes
(which use control information to resolve data flow) or IF nodes (which use program values
to define control flow). Unlike the PDG, it is always in SSA form. Click’s IR is also known
as “the sea of nodes” (CLICK, 1995, p. 113), since it maps each operation to a node without
putting it in any specific “place” in the graph; nodes are “floating around”, ordered only by
their dependency relations (the same could also be said of the DFG and the VSDG). This is in
contrast to the CFG, which enforces a total order of instructions within basic blocks.

In order to model effectful computations, Click’s IR treats memory as a special kind of
value which is produced by load and store operations (CLICK; PALECZNY, 1995). It also de-
fines its own notion of a “region”, which allows it to represent the same control flow information
that could be found in a CFG (CLICK; PALECZNY, 1995). Unlike in the RVSDG, however,
regions in Click’s IR correspond to simple nodes (albeit with additional edges linking them to
the aforementioned PHI nodes); this avoids the additional structural restrictions of an RVSDG,
which requires all of its regions to nest hierarchically and hence cannot represent irreducible
control without performing restructuring transformations (BAHMANN et al., 2015).

Click’s sea of nodes is an SSA graph which can be built and optimized while a program
is being parsed (CLICK, 1995, ch. 7). This makes it particularly desirable in JIT compilers such
as the Java HotSpot Server Compiler (PALECZNY; VICK; CLICK, 2001), libFirm (BRAUN;
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BUCHWALD; ZWINKAU, 2011) and the Graal OpenJDK project (DUBOSCQ et al., 2013), all
of which use adaptations of Click’s IR. Braun, Buchwald & Zwinkau (2011) explain how the sea
of nodes design leads to “implicit” and “inherent” transformations; in other words, the mere act
of representing a program in the IR can lead to optimizations such as Copy Propagation, Dead
Code Elimination and Common Subexpression Elimination. Figure 16 shows the previously

discussed C program represented in Click’s IR.

Figure 16 — Click’s sea of nodes.
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Source: Gabriel B. Sant’ Anna, 2022.

An idea similar to the sea of nodes can be found in Thorin, an IR which aims to
effectively represent and optimize both imperative and functional programs, exploiting the cor-
respondence between SSA and CPS to model control flow in an uniform manner (LEISSA;
KOSTER; HACK, 2015). Unlike other functional IRs, Thorin encodes CPS in a graph instead
of the more traditional tree-based approach. According to Leifla, Koster & Hack (2015), this
avoids the compile-time and implementation overhead of resolving name conflicts during pro-
gram transformations. In fact, the sea-of-nodes-like design completely eliminates the need to
explicitly encode names and scope nesting; the former are substituted by use-def edges in the
SSA graph, and the latter can be found by analyzing the sets of nodes linked by these edges
(LEISSA; KOSTER; HACK, 2015).

The influence of Click’s IR is also noted in MLIR (LATTNER et al., 2021), a frame-
work designed for the construction of domain-specific compilers. MLIR can be viewed as an
extremely extensible SSA-form IR, designed to represent and optimize programs at multiple
levels of abstraction. It has a generic textual encoding, but can be grouped with other graph-
based IRs due to its ability to assign custom semantics to “regions” of basic blocks — the most
common one being the semantics of an SSA CFG (LATTNER et al., 2021).
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3.4 FINDING UNCOL

3.4.1 Design Principles and Requirements

Throughout history, many compiler IRs were designed with the goal (or simply ended
up being used for the purpose) of accommodating as many programming languages as possi-
ble, while targeting multiple machine architectures. This survey lists, albeit not exhaustively,
various IRs claiming to be a suitable universal program representation. Evidently, the UNCOL
idea has been very much alive for the past 60 years, even if the term is not always explicitly
mentioned in IR proposals, or if it is merely used to refer to a previous realization of the con-
cept (LATTNER; ADVE, 2004). From Steel (1961a) to Lattner et al. (2021), compiler writers
sometimes state the requirements and design principles applied in the creation of an IR. This
section summarizes those which could be applied to a modern version of UNCOL.

Some requirements are immediately clear. A universal IR must be independent of
any specific machine (CHOW, 2013), although one must remember that “portable” program
representations do not cause software to become portable, but only serve as a medium to repre-
sent programs which, by themselves, may or may not be machine-independent (MACRAKIS,
1993b). In the context of optimizing compilers, a universal IR should permit the efficient im-
plementation of various programming language constructs on a great variety of machines, even
if this may be a non-trivial problem by itself — irrespective of the IR (KESSENICH, 2015).

Designing for these goals is not easy:

An intermediate language is a gate, through which an algorithm
must pass to reach the machine. We found that our major design
problem was to determine the ‘width’ of the gate: How much
information about the source program must be carried in the in-
termediate code to permit efficient implementation on a variety of
hardware. (COLEMAN; POOLE; WAITE, 1974)

According to Bagley (1962), the principle should be that translations using the IR as
an intermediate step must preserve the core invariant aspects of source programs: the “essential
algorithm”, such that no unnecessary restrictions (e.g., a strict ordering of operations which
could otherwise be executed in parallel) are imposed upon the program; the “data forms”, that
is, information about the nature of program data (e.g., types and their relations, units of mea-
sure, range and precision); and “data formats”, which indicate the physical layout of program
data (e.g., byte order in a communication protocol). Steel (1961a) had previously stated that
UNCOL would need both “imperative” and “declarative” sentences, presumably in order to
represent these very same core aspects. Still, expressing essential program information in the
IR is not very helpful if this cannot be effectively used during code generation (FRANZ, 1994).
Thus, retaining this information for as long as possible (up until load-time, or even run-time)

has become an increasingly important concern for compilers aiming to perform both machine-
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independent and machine-specific optimizations (LATTNER; ADVE, 2004). As summarized
by Lattner et al. (2021), “premature lowering is the root of all evil”.

A major concern of universal compiler IRs is efficiency (BAGLEY, 1962), both in the
manipulation of a program’s representation and in the generated code. A key step to achieving
the first point is remembering that compiler IRs are computer-oriented representations. Unlike
programming languages, which are restricted by human-related (and often subjective) require-
ments such as code readability (CHOW, 2013), IRs can be explicitly designed to support pro-
gram analysis, transformation and optimization in the most efficient way possible (BRAUN;
BUCHWALD; ZWINKAU, 2011; STANIER; WATSON, 2013). In fact, some use cases re-
quire the exact opposite of human readability, worrying instead about the prevention of reverse-
engineering through program obfuscation (MACRAKIS, 1993a; CHOW, 2013). Even then, this
must not make it impossible to provide translation traceability, which is precious for debugging
and compiler diagnostic purposes (LATTNER et al., 2021).

As for the efficiency of generated code, it requires compilers to reason about programs
so as to optimize them more effectively. According to Click & Paleczny (1995), this calls for
the IR to have its own model of execution, which should also define the properties of concurrent
programs — as proven necessary by Boehm (2005) and later discussed by Zhao & Sarkar (2011b)
and Khaldi et al. (2013). Fournet & Gonthier (2000, p. 20) add that algebraic approaches have
their benefits for this purpose, noting many different operational equivalence relations which
could be used to mathematically ensure that some transformations preserve program semantics.

Felleisen (1991) explains how a formal treatment of expressiveness (based on semantics-
preserving transformations) can indicate the “core” of a programming language — a concept
which had been previously discussed by Steele & Sussman (1976) in the context of Lisp and
Scheme. Although no existing work (as far as the author is aware) has applied this theory to
the design of a compiler IR (maybe with the exception of Scheme, which has been used as an
IL), the importance of having a small language core has been noted more than once. Haddon
& Waite (1978) and Lattner et al. (2021) highlight the value of maintaining a sharp Occam’s
razor to cut off redundant IR constructs. Furthermore, having a simple language core does not
exclude the straightforward expression of various complex operations in the IR, if only it can
be made extensible (HADDON; WAITE, 1978; MACRAKIS, 1993c). Extensibility also helps
preserve “high-level” information until as late as possible (ECMA-335, 2012), which enables
more optimizations, as discussed above.

Finally, if any compiler IR really is to become universal and widely adopted in the
computing industry, it needs to be specified in an open and royalty-free standard. Otherwise,
the benefits of a common IL would never be fully realized (CHOW, 2013). One such benefit is
ease of distribution. In some cases, this will also raise the need for IL validation and program
safety verification, which usually implies the existence of a formal specification for the model
of computation exposed by the IR (HAAS et al., 2017).
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The following list summarizes the UNCOL design principles discussed above:

* Expressivity — The IR must be able to represent, up to some level of detail, the essential
properties of any program. Software which is not portable is also of interest, even if only
to indicate where and how it uses machine-specific constructs and assumptions, or when

compiling it to a compatible architecture (something which ought to be supported).

* Efficiency — The IL format should be fast to decode and validate. At the same time,
the IR itself must not introduce unreasonable costs to code transformations, nor impose

additional restrictions (unnecessary from a logical standpoint) to its programs.

* Progressivity — An optimizing compiler should prefer to retain, rather than recover, in-
formation about a program. Premature lowering decreases optimization potential, so the

IR must be able to preserve “high-level” structure for as long as it is desirable to do so.

* Parsimony — The IR must not expand uncontrollably to accommodate new languages or

machines. Instead, it ought to contain a well-defined core which is simple, yet expressive.

» Extensibility — The IL should be amenable to extensions, both from users and to its own
specification. These must be clearly signaled (possibly at different levels of program

granularity) for the sake of compatibility. This principle complements the previous one.

Other than design principles, concrete requirements have also been identified in the
survey, based on previous works. These can be used to review existing compiler IRs, or guide

the design of new UNCOLs. Briefly, a suitable universal compiler IL must have:

1. A fully machine-independent design, or, at the very least, one which encompasses entire

classes of machine architectures (e.g., stored-program, byte-oriented computers).
2. Independence from any specific high-level programming language.

3. An efficient and transparent model of computation, which does not impose additional

costs (such as a garbage-collected runtime) to programs which do not need them.
4. A structure optimized for program transformations and compiler optimizations.

5. At least one actively-developed compiler making use of it, which is what enables the IL

to be evaluated and experimented with.
6. A free standard, specifying its semantics and possible exchange formats.
*. Optionally: mechanisms for source traceability and obfuscation.

Since source traceability and obfuscation are diametrically opposed to each other, they
are marked as “optional”. This indicates that the IL should, at the very least, not make it

infeasible to provide such mechanisms when they are demanded.
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3.4.2 IR Review and Comparison

Many compiler infrastructures, old and new, have been analyzed as part of this survey.
Table 1 displays the outcome of reviewing, in light of the design principles and requirements
which were previously described, the IRs used in some of these compilers. Each requirement is
referenced by its respective number in the enumeration above, with markings indicating whether
an IR fulfills it (v), does not fulfill it (X), if the result is unclear (?) or if that particular require-
ment is not applicable (-) to the IR in question.

It can be seen that all requirements have been met at some point, although not neces-
sarily by the same IR. For example, LLVM IR has been used to efficiently compile many pro-
gramming languages, but it lacks a stable specification and exposes some architecture-specific
constructs. The CIL, on the other hand, is formally specified but requires a managed runtime.
Other IRs, like SPIR-V, have not yet seen much use outside of a specific problem domain, so it

is hard to evaluate how well they would accommodate various high-level languages.

Table 1 — Comparison of compiler IRs.

Name Structure | Additional labels Req.1 | Req. 2 | Req. 3 | Req. 4 | Req. 5 | Req. 6
ANDF Tree Generic encoding - - X 4 v
C(asanIL) Tree High-level language 4 X v X 4 v
CIL Linear | Stack machine 4 X X 4 4
Cranelift IR Linear Register-based, SSA X ve v v X
EM IL Linear | Stack machine v X v X
Firm Graph | Sea of nodes v 4 4 X
GCCRTL Linear | Register-based v v 4 X
HSAIL Linear | Register-based X X 4 4
Janus Linear | Stack machine 4 X X X
jlm IR Graph | RVSDG v 4 4 X
JVM bytecode Linear | Stack machine 4 X X X 4 v
LLVM IR Linear Register-based, SSA X v v e v X
MLIR Graph SSA-form graph 4 4 v X
ROSE Tree Generic encoding - v - 4 X
Scheme (as an IL) Tree High-level language 4 X X 4 v
Semantic Dictionaries Tree Generic encoding - v - X X
SPIR-V Linear | Register-based, SSA v v v
SUIF Linear | Register-based X X
Thorin Graph CPS graph v 4 v X
WebAssembly Linear | Stack machine 4 v v 4

Source: Gabriel B. Sant’ Anna, 2022.
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Requirements 5 and 6 are the most straightforward to verify. For nearly all IRs in
Table 1, there is at least one compiler in active development (with publicly-available changes in
the last five years) making use of it. On the other hand, most lack a standard IL specification.

Meanwhile, markings for requirements 3 and 4 are derived from the survey. While
stack-based IRs are more compact than the alternatives and, like few other IRs, can be directly
executed by a VM, compiler optimizations are usually performed over a different program rep-
resentation. Furthermore, tree-structured IRs do not seem to be particularly well-suited for data-
flow analyses, since these require def-use chains; this information is more efficiently maintained
in SSA form, which appears to be rare in tree-structured IRs.

It is unclear how to evaluate requirements 1 and 2 in practical terms. Machine- and
language-independence are often stated as IR design goals, yet there is no known method to
verify or measure these qualities. This appears to be an open problem, which is briefly discussed
as a future line of work in Section 5.2.

Still, there are certain litmus tests which could be applied to an IR in order to argue
that it lacks a fully machine- or language-independent design. One such criterion is the presence
of architecture-specific instructions and data types in the IR — e.g., x86-specific constructs in
LLVM (2022). It also seems reasonable to state that a programming language being used as a
compiler IL cannot be language-independent; and similarly for the bytecode format of a VM
designed for a specific programming language (as is the case of the JVM). Meanwhile, although
generic tree encodings can represent the syntax of most programming languages, they do not
directly specify an execution model, so requirements 1 and 3 are not applicable.

Finally, instead of filling the remainder of Table 1 with inconclusive markings, certain
IRs are hereby considered language- and/or machine-independent in case they have been repeat-
edly used as such in research or in the industry. This means, for example, that in spite of the
various arguments against using C as a portable compiler IL (OLIVA; NORDIN; JONES, 1997,
MACRAKIS, 1993b) or using LLVM IR to represent functional language constructs (LEISSA;
KOSTER; HACK, 2015), the practical advantages often outweigh the disadvantages.
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4 DESIGNING A NEW COMPILER IR

The language designer should be familiar with many alternative
features designed by others [...] One thing he should not do is to
include untried ideas of his own. His task is consolidation, not
innovation. (HOARE, 1989)

The goal of this thesis is to identify design principles and requirements which could be
applied to modern iterations on the UNCOL idea. The survey presented in Chapter 3, as well
as the literature review leading up to it, can be seen as a means to that end. While the author’s
initial hypothesis was that one or more suitable UNCOL candidates would be found as part of
the research, that does not seem to be the case. Still, this is not to say that UNCOL would
not be viable in the present day. In fact, Subsection 3.4.2 shows that the evolution of compiler
technology over the last 60 years provides most of the needed tools and techniques to fulfill the
requirements of a practical universal compiler IR.

According to Lattner et al. (2021), IR design is an “art”, not completely understood
even by practitioners in the field of programming languages and compilers. It follows that
it would be hard to judge the design principles previously listed without seeing them being
applied. Therefore, this chapter presents a new compiler IR, which is summarized here and
detailed in the next few sections. Abiding by the words of Hoare (1989), the proposal does
not include any especially innovative ideas, aiming instead for the consolidation of existing
techniques under a unified architecture. It must be emphasized that this should not be interpreted
as an endeavor to develop the Platonic ideal of an UNCOL. Rather, it is an attempt to show that
the requirements and principles identified in this work are sound, and explore one possible path
of the design space.

The new IR is structured as a graph, building mainly upon Click’s sea of nodes and
Thorin; the first provides a good foundation for an SSA graph — as seen in Section 3.3 — and
the second extends it with support for the functional paradigm through CPS. In order to ac-
commodate explicit concurrency, the new IR tentatively adopts C’s memory consistency model
and a message-passing mechanism from the join calculus; the former is all that is needed to
encode typical multi-threaded algorithms (ADVE; BOEHM, 2010) and the latter can be seen as
a concurrent extension to CPS (FOURNET; GONTHIER, 2000, sec. 1.3). The IR also defines
a structural type system and type-level operations which are not unlike those found in LLVM
(LATTNER, 2002, sec. 3.3) or SPIR-V (KESSENICH, 2015, sec. 2.8). Additionally, abstrac-
tion at the IR level is achieved through a macro system with a focus on portability (inspired by
ANDF and Janus). The combination of these last two features leads to a mechanism which ap-
proximates parametric polymorphism — as seen, for example, in Standard ML (MACQUEEN;
HARPER; REPPY, 2020). Finally, macros allow the IR to represent full programs, like the
RVSDG. It does so by implementing an idea from the Standard ML of New Jersey system, in

which compilation units are modeled as compile-time “functions”.
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4.1 INFORMAL DESCRIPTION

4.1.1 The CPS Soup

The new IR combines control flow and data dependence information in a single graph.
Itis founded upon Click’s sea of nodes design, being inherently in SSA form and eliminating the
concept of basic blocks altogether by making each operation an individual node. A first sample

is shown in Figure 17, which encodes the program used as a running example in Section 3.3.

Figure 17 — A functional program encoded in the new IR.
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Source: Gabriel B. Sant’ Anna, 2022.

In the figure and throughout this chapter, each node is tagged with a fully-capitalized
label in bold, indicating its kind. After the tag, nodes have a sequence of slots, which can either
be an outgoing edge slot (drawn as an arrow leaving the node) or an incoming edge slot (which
can be used as a target for any number of outgoing edges coming from other nodes). There are
also different kinds of edge slots, which are indicated by their color'?: control flow edges are
colored in blue and data dependency edges in green. The former direct the overall execution of

the program and the latter specify what data operands are used by each node.

13 With apologies to the colorblind reader.
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COND nodes direct control flow information based on a data selector, similarly to Click’s
IF nodes. On the other hand, whereas Click’s IR uses both “region” and ¢ nodes as a way to
communicate control flow information to the data subgraph, the new IR adopts the equivalent
notion of extended basic blocks, which are represented by JOIN nodes. As in Thorin, this leads
to an uniform treatment of procedure and basic blocks, a key aspect of its use of CPS. It is
also reflected in JUMP nodes, which transfer control (as well as a sequence of arguments) to the
continuation identified by their first data dependency slot (labeled as “cont” in Figure 17). An
analogy can be drawn between this representation and classic SSA form: while a JOIN node
defines a basic block and a sequence of ¢ functions (corresponding to its arguments), JUMP
nodes are a mechanism to resolve these ¢s (i.e., to provide values for each argument) before
control flow continues at the basic block (or procedure) which is being targeted. Figure 18
illustrates how a typical SSA CFG representation (left) with ¢ instructions (top) and conditional
branches (bottom) could be translated into the new IR (right).

Figure 18 — Merging control flow and data dependencies.
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Source: Gabriel B. Sant’ Anna, 2022.

Continuations are modeled as data dependencies, like any other program value. In
Figure 17, one can be found in the “ret” parameter of the topmost JOIN node; it corresponds to
the procedure’s return address. Figure 18 also shows a continuation being directly constructed:
INST nodes produce a continuation when provided with the definition (exposed in the very
first slot) of a JOIN node. In this context, JOIN nodes can be viewed as inert subprograms, of
which active copies can be created by INST nodes; such “live” instances represent the possible
continuations of a program. To highlight the fact that using a continuation changes the control

flow of a program, dependencies on JOIN node definitions and instantiated continuations have
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been drawn with thicker arrows in Figure 17. When one observes only these arrows, as well as
control flow edges, it is possible to identify an overall shape similar to the CFG of Figure 11.
Another similarity to Thorin is that scope nesting becomes implicit in the graph. For
example, the JOIN node whose definition slot is labeled “loop” in Figure 17 stands for a basic
block within the “f” procedure, a containment relation which can be inferred solely from control
flow and data dependency edges, as explained in Section 4.2. The combination of CPS and
implicit scope nesting is also known as “CPS soup” (WINGO, 2016), matching the sea-of-

nodes notion of subprograms “floating around” in the IR.

4.1.2 State and Concurrency

Control flow, data dependence information and a few operations suffice to encode
functional programs (LAWRENCE, 2007). Effectful computations, however, require different
mechanisms. In order to accommodate these, the new IR borrows the idea of “state dependen-
cies” from Lawrence (2007) and “I/O states” from Click & Paleczny (1995); the first are used
to represent memory operations and their relations, which include the second in the special case
of memory-mapped input and output. Hence, the new IR represents memory through a special
kind of data dependency (colored in red), whose main purpose is to inform the compiler of

additional scheduling constraints.

Figure 19 — Effectful operations under different scheduling constraints.
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Source: Gabriel B. Sant’ Anna, 2022.

These constraints apply to memory-related operations (e.g., LOAD and STORE) and the
memory dependency edges which they use and produce. An example is given in Figure 19,

which displays two possible encodings of the C program snippet { *p += 4; *q += 5; }.
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While the graph on the left enforces a strict ordering of all memory operations (which could be
required in the case of incomplete aliasing information, or if the pointers were marked with C’s
volatile qualifier), the one on the right allows the compiler to reorder independent loads and
stores. Finally, a FENCE node is used in the second encoding to merge the two symbolic memory
dependencies. This has the effect of ordering future memory operations which depend on m’
against the stores to both variables (even if said stores are not ordered among themselves).
State dependency edges allow the IR to represent the ordering constraints of effectful
computations. Optimizing compilers, however, may still reorder (and, in some cases, add or
remove) memory operations as long as the resulting program has the same semantics as the
original. Unfortunately, the set of optimizations which a compiler can validly apply to effectful
computations shrinks considerably under the possibility that they could execute in parallel (and
while sharing memory) with other effectful subprograms. This is the crux of the argument of
Boehm (2005), who explains why “threads cannot be implemented as a library”. In essence:
assuming that any code could be part of a concurrent execution would lead to significant per-
formance losses, while ignoring that possibility leads to invalid transformations when certain
subprograms are indeed executed in a multi-threaded setting. Accordingly, Zhao & Sarkar
(2011a) indicate that compiler ILs should directly expose a concurrent model of computation.
In this context, the new IR adopts the “release consistency”” memory model proposed
by Gharachorloo et al. (1990). This is the same memory model specified for the C programming
language (ADVE; BOEHM, 2010) and, much like C may be considered the lingua franca of
high-level programming languages (FELDMAN, 2004), its memory consistency model has also

become a de facto standard for both software and hardware architectures:

After much debate, the language community and architecture com
munity appear to have finally settled on release consistency as the
standard memory consistency model [...] (RISC-V, 2019, ch. 8)

Although formal reasoning in the presence of data races remains a though problem (DOLAN;
SIVARAMAKRISHNAN; MADHAVAPEDDY, 2018), adding this memory consistency model
to the IR results only in a few extra bits on memory operations: LOADs and STORES can be option-
ally labeled as non-synchronizing atomic operations — equivalent to memory_order_relaxed
in C — and FENCE nodes synchronize atomic operations based on memory dependency edges
and a couple of extra bits to indicate “acquire” and/or “release” semantics. In order to support
memory-mapped input and output, LOADs and STOREs additionally carry a “volatile” bit.

While assigning concurrent semantics to memory operations requires changes to the
IR, certain kinds of data-level parallelism become implicit in the sea-of-nodes-like design: two
nodes with only data dependency edge slots can have their operations computed in parallel
whenever there is no chain of dependencies linking them (as in the case of the two addition
operators in the rightmost graph of Figure 19). Control flow, on the other hand, is inherently
ordered, as in a CFG. In order to overcome this limitation, the new IR also provides mecha-

nisms to relax the strict ordering of operations which require control flow: FORK nodes inform
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the compiler that certain program fragments need not be executed before or after each other,
and JOIN nodes can be used to synchronize those fragments, merging them back together into
a single control flow. Figure 20 illustrates this mechanism by encoding the C equivalent of

{y=1£f{@-1) + £(n-2); I, in which the order of function calls to £ is unspecified.

Figure 20 — Explicit concurrency using FORK and JOIN nodes.
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[ FORK ctrl trdq trdy }
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[ - result lhs rhs ] [ - result lhs rhs }

[ JUmMP ctrl target X1 k1 ] [ JUMP ctrl target X2 ko ]

[ INST def cont J

[ INST def cont ]

[ INST def k1 ko J

[ JOIN def body [vyil|[vyz2] ]

[ + y lhs rhs ]

Source: Gabriel B. Sant’ Anna, 2022.

Unlike in previous examples, the JOIN node at the bottom of Figure 20 produces two
continuations when instantiated, each corresponding to a group of parameters (indicated by
square brackets). These are used as the return continuations for each separate call to £, both of
which take control from the FORK node. After the two calls return by jumping to their respective
continuations, program execution resumes at the JOIN node, which, at that point, has access to
the results of each independent function call. This local concurrency mechanism matches the
working of linear join patterns in the join calculus (FESSANT; MARANGET, 1998, p. 2),
which can thus be viewed as a concurrent extension to CPS and whose use in a compiler IL has
precedent in the work of Calvert (2015).
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4.1.3 Types and Macros

According to Lattner (2002, sec. 3.3), type information enables “a broad class of high-
level transformations on low-level code”. Furthermore, parameterizing certain operations with
the types they are expected to use and produce avoids an explosion of type-specific operators,
resulting in a smaller language (STEEL, 1961a). For these reasons, the new IR is typed.

The new IR defines base types and type-level operations, much like SPIR-V. These are
encoded in yet another subgraph, which, for the sake of clarity, has been omitted from previous
illustrations of the IR. Figure 21 displays an example of type-level operations (labeled with
Greek letters) and type dependency edges (colored in ) being used to encode a program
exhibiting parametric polymorphism (OCaml and D equivalents are also shown in the figure).

Figure 21 — Type dependency edges and type-level operations.
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Source: Gabriel B. Sant’ Anna, 2022.

In Figure 21, graph G1 encodes a program which depends on a certain type T. It defines

Pair as a product type (created with a Il node) which aggregates two elements of type T. Then,
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it defines a function g which receives a Pair and returns a T resulting from the division of
its two inner elements. The remaining type-level operations are used to specify the type of g,
which is a single-channel join pattern (y); this channel () receives a Pair and a continuation
(x), which in turn can be JUMPed to by providing it a value of type T.

Along with its type system (which is detailed in Section 4.2), the new IR uses macros as
an abstraction mechanism. According to Macrakis (1993a), IR macros can be used to delay the
lowering of some program information (e.g., the size of target-dependent types), which enables
the representation to preserve portability without fully compromising on architecture-specific
optimizations. These macros are represented as nodes which encapsulate other subgraphs. Fig-
ure 22 illustrates a particular use of this mechanism, in which the IR can approximate parametric
polymorphism by using MACRO nodes to export definitions (which can include procedures, other

types and constant values) based on what type parameters they are given.

Figure 22 — Approximating parametric polymorphism through macro nodes.
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Source: Gabriel B. Sant’ Anna, 2022.

In Figure 22, the subgraph G1 is used as a template, which is instantiated through
MACRO nodes. Each of the two instances provides a different base type as input to the macro,
which results in new types and procedure definitions. Hence, the program expressed by Fig-
ure 22 is equivalent to two side-by-side copies of Figure 21, with T substituted by either a 32- or
64-bits-wide bitvector in each case. This also illustrates how macros can save space in the IR by
compacting redundant copies of similar subgraphs — a possibility previously noted by Macrakis
(1993a) in the context of ANDF.

Finally, macros can be used to implement a technique from the Standard ML of New
Jersey system, where “a compilation unit is represented as a function that takes a tuple of bind-
ings for its free variables and returns a tuple representing the bindings that it has introduced”
(FARVARDIN; REPPY, 2020). In practice, such “functions” correspond to MACRO nodes in
the new IR, and linking multiple compilation units (subgraphs) together can be achieved by

correctly setting up their dependency edges and expanding their MACRO definitions.
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4.2 FORMALIZATION

4.2.1

Multigraph Structure

Formally, programs in the new IR are composed by multigraphs {Gy, ..., G,}, with

1 <n < graphyax. Let X be a finite set of symbols corresponding to slot labels, Ky a finite set

of node kinds, and Kf a finite set of edge colors. Then, each multigraph G; is defined by a tuple

in the form (N;, E;, target;, label;, color;, r;), where:

N; 1s a non-empty finite set of nodes, pairwise disjoint from the nodes of all other multi-

graphs in the program: Vj € [I,n] . j=1i V N;N\N; = 0.
E; C (N; x X) is a finite set of edges, identified by a pair of source node and slot label.

target; : E;j— (N; x ¥) is a wiring function mapping each edge in E; to a target node and

slot, such that the image and domain of this function are disjoint: Ve € E; . target;(e) € E;.
label; : N;— Ky is a labeling function which maps each node in N; to a node kind.
color; : E;— Kg is a coloring function which maps each edge in E; to an edge color.

ri € N; is a distinguished node, which is called the root (or, “top-level”) node.

The set of edge kinds Kg is defined by the finite list {conzrrol, data, memory, }.

The set of slot labels X, on the other hand, is only used to disambiguate different edges coming

from or reaching any given node, so an exhaustive definition is not particularly useful. Finally,

the set of node kinds Ky includes:

Nodes related to control flow: {JOIN, INST, JUMP, FORK, COND}.
Memory operations: {LOAD, STORE, FENCE}.

Type nodes M and p, respectively for memory and pointer types.
The family of fixed-width bitvector types: {B', ..., B"Mmax},
Type combinators {I1, k, x, w}.

Macros {MACROg,, ..., MACROG

eranhagx }, corresponding to other multigraphs.

A set of primitive data operations, with constant values {CONST}, bitwise operations
{AND, OR, XOR, <, >}, integer arithmetic {+, —, X, +, %}, comparisons {=, #, <
, >}, bitvector conversions, I1I-type value constructors {TUPLE} and I1-type projections
{PROJy, ..., PROJprojyay +- Although most of these (refer to Appendix A for a full list-
ing) could be derived from a smaller set of primitives, this set roughly corresponds to the
intersection of operations available in modern IRs (including LLVM IR, WebAssembly,
Thorin, SPIR-V and the CIL).
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Wiring functions target; are constructed in such a way as to disallow the same node-
slot pair to identify both the source and the target of an edge. Hence, it is possible to define,
for every node v € N;, two disjoint sets of slot labels: outSlots(v) = {s € | (v,s) € E;} and
inSlots(v) = {t € £ | Je € E; . targeti(e) = (v,t)}. Then, for any slot 7 € inSlots(v), define
uses(v,t) = {e € E; | target;(e) = (v,1)}. These sets, along with node labeling and edge coloring
functions label; and color;, describe the local structure of v, which is said to be well-structured

if and only if it respects some additional local rules:

1. Linked slots have the same color: for every slot ¢ € inSlots(v), the set colori[uses(v,t)]
of colors associated to edges which target (v,#) must have exactly one element, written

color(v,t). In other words, Ve € uses(v,t) . colori(e) = color(v,t).

2. A node’s kind (partially) defines its structure: label;(v) determines possible values for
outSlots(v) and inSlots(v), as well as valid colors for each of these slots. This rule actu-

ally consists of several formulas (listed in Appendix A), one example being:

label(v) = JUMP —>

outSlots(v) C {type, target, argo, ..., ar8argsyax
A type € outSlots(v) N color(v,type) =
A target € outSlots(v) N\ color(v,target) = data
A (Vj.argj € outSlots(v) = color(v,arg;) € {data,memory})
A inSlots(v) C {ctrl}

A (ctrl € inSlots(v) = color(v,ctrl) = control)

3. Root nodes are labeled as MACROs: v = r; == label;(v) = MACROg,.

For every node v € N;, define its set of out-neighbor nodes predicated by p to be
outNeighbors,(v) = {w € N;| 3s € outSlots(v) . 3t € X . target;i(v,s) = (w,t) A p((v,s),(w,1))}.
The relation between v and any one of its out-neighbors w € outNeighbors,(v) is written v ? w.
Conversely, the set of in-neighbor nodes of v, as predicated by p, is inNeighbors,(v) = {u €

N; | v € outNeighbors,(u)}; and thus u € inNeighbors,(v) may be written as v <— u. Further-
p

more, any sequence of (two or more) nodes [vo, ..., ;| is called a (non-trivial) path predicated

by p in G; when, for every consecutive pair (v;,v;41) in the sequence, it holds that v; — v, 1,
p

. . . . + .
in which case one may write vo — v{ — ... — v, or, more succinctly, vop — v;,. Finally, when
p P p P

there is a path such that v =& v, that path is said to form a cycle (predicated by p) in G;. When
these notations are used ang no predicate is specified, assume the predicate always holds.
Consider 6;((u,s),(v,t)) to be a predicate defined by the expression —(label;(v) =
JOIN A t =def), which holds true for any pair of linked slots in G;, except when the target is the
definition of a JOIN node. Similarly, define flow;(from,to) := color;(from) = control (slots
are linked by a control flow edge) and dep;(use,def) := O;(use,def) N colori(use) # control



61

(slots are linked by a dependency edge). Then, let Dependents;(f) be the set of nodes which
transitively depend on f € N; (be it by using a value produced in the set or by receiving control

flow from it). Dependents;(f) is the smallest set determined by the inference rules:

w € Dependentsi(f) v—w u € Dependentsi(f) v<—u
dep; Slow;

f € Dependents;(f) v € Dependents;(f) v € Dependents;(f)

Within G;, define the relations “v depends on f as v Depends; f <= v € Dependents;(f),
and “vis live in f” as v Live; f <= label;(f) =JOIN A f % V.

It is now possible to formally define the notion of a “scope” in the new IR, which
associates a set of nodes to either the root of a multigraph G; or to any one of its JOIN nodes.
The “global scope” of G; is, by definition, the set N;, which may also be written Scope;(r;). For
all other nodes { fo, ..., fin} such that label;(fj) = JOIN, the sets {Scope;(fo), ..., Scopei(fm)}

are the smallest which satisfy the set of constraints given by:

v Depends; f; v Live; fj v € Scopei(g)
v € Scope;(f;) Scope;(fj) C Scopei(g)

In other words, a node which (transitively) depends on a JOIN node must be within its scope.
Additionally, if a node belongs to some (including the global) scope and it is live in the body of
a join pattern, then the JOIN node’s scope must be nested within this outer scope.

A multigraph G; is said to be well-structured if and only if each of its nodes is locally

well structured and the whole respects additional global rules:

1. All internal cycles must go through a join pattern: in a well-structured multigraph, it
holds that —Jv € N; . v — v, where ¢i((u,s),(v,t)) = labelj(v) = JOIN V v=r;. In
P

other words, removing all JOIN nodes from a multigraph also breaks its internal cycles.

2. Scope nesting induces an antisymmetric relation: let f, g denote arbitrary JOIN-labeled
nodes, it must hold that f # g = —(Scope;(f) C Scopei(g) N Scopei(g) C Scopei(f)),

that is, different “functions” must have different scopes.

3. Macros are not self-recursive: no nodes other than a graph’s root may correspond to that
graph’s body, =3v € N; — {r;} . label;(v) = MACROg,.

Since their nodes and edges are disjoint by definition, different multigraphs interact
only through IR macros. Define macros(G;) = {G, | Iv € N; — {r;} . label;(v) = MACRQg, } to
be the set of other multigraphs G, used as macros in G;, which defines the relation G,, C G;.
Whenever macros(G;) is not empty, G; may be called an abstract multigraph; otherwise it is
said to be concrete. Turning an abstract multigraph into an equivalent concrete one happens
through macro expansion, where a new multigraph G} is created from G; by substituting every
node labeled as MACROg,, in G; for a subgraph equivalent to the body of G,,.

At last, one may define full programs in the IR as tuples (G, L, uid, G4in), Where:
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* G is a non-empty finite set of multigraphs {Gj, ..., G,}, as defined above.

[ is a set of identifiers.

uid : G — [ is a function mapping each multigraph to its identifier in I.
* Guain € G is a distinguished multigraph in the program.

A program P = (G, L, uid, Gain) is said to be concrete (resp. abstract) in case Gpgin 1S
concrete (resp. abstract). Hence, the “main program” is defined by G,4in, and other multigraphs
serve as macro definitions. Additionally, P is said to be well-structured if and only if each

multigraph in G is globally well-structured and P respects additional whole-program rules:
1. Each multigraph in a program is uniquely identified: uid must be an injective function.

2. Macros are not recursive: consider a directed graph whose set of nodes is G and whose

edges are defined by the relation G,, C Gj; this graph must not be cyclic.

As in ANDF, IR macros were devised to enable efficient program portability by pre-
serving “high-level” information until as late as possible, and assigning unique identifiers to
each multigraph also contributes to this purpose. Consider an IR macro being used in a com-
piler front end as a complex operation. In a portable program, this operation would be imple-
mented in a machine-independent manner and encoded in a separate multigraph G psapre. Still,
a special identifier in I may be assigned to that macro. If a compiler back end recognizes the
special identifier, it may swap G poriapte fOr G ficient> an implementation of the macro which is
more efficient but may only result in the same program behavior when compiled to a specific
machine. On the other hand, a back end which does not recognize the special identifier can still
compile the program with the portable implementation. In the context of the new IR, a program
P is portable if it carries a definition for each macro it uses — G 2 Ug,cg macros(G;) — and

expanding these definitions in G4, preserves the program’s intended behavior.

4.2.2 Execution Model

Different compiler IRs model program execution in their own ways. While linear
IRs usually mimic the behavior of sequential computers, some algebraic IRs describe program
execution as a series of tree rewrites. In CFGs, a program begins in some initial basic block
and sequentially executes every instruction in that block; the last instruction either terminates
the program or determines another basic block in which to continue this process. In the case of
SSA-form CFGs, these rules are distorted by ¢ operations, which must execute atomically when
control flow reaches the block containing them — this behavior has confused compiler writers
in the past (BRIGGS et al., 1998). Meanwhile, both Click’s IR and the VSDG use variants of
Petri nets to model control flow (CLICK, 1995; LAWRENCE, 2007).



63

Despite Petri nets being well suited to model both sequential and concurrent processes,
Calvert (2015, sec. 3.1.3) points out that deterministic conditional branches become difficult,
and indirect procedure invocations nigh impossible to express in the static structure of a classic
Petri net. Calvert’s work then explores the join calculus as an alternative. Due to the dynamic

nature of CPS, the new IR also follows this path.

Figure 23 — The join calculus (left) and an example program (right).

X,y variables
M simple expressions
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X(Y0y -y Yn) receive message on x
J&K synchronization
D,E := definitions
Jo> P reaction rule
D, E simultaneous definitions

Source: Gabriel B. Sant’ Anna, 2022.

In summary, programs in the join calculus are represented by multisets of live pro-
cesses and reaction rules. Processes can introduce new reaction rules, fork into two or more
concurrent processes, or terminate after sending a message on a channel. Live reaction rules
trigger when every channel in their join pattern receives a message, in which case a new process
starts with access to these messages’ contents. Fournet & Gonthier (2000) provide a more de-
tailed description of the calculus, whose core syntax is shown in Figure 23. When join patterns
have a single channel, sending a message corresponds to “a GOTO which passes some data”
(STEELE, 1976), also known as a tail call. In this context, sending a channel as part of a mes-
sage is continuation-passing, which explains the join calculus’ proximity to CPS and makes the
example program in Figure 23 roughly equivalent to the multigraph illustrated by Figure 20.

In the new IR, three separate subgraphs can be identified within a well-structured multi-
graph: a control flow graph (through control edge slots), a data dependency graph (using both
data- and memory- colored slots), and a type-level graph (through slots); the first two
of these drive the execution model. This model is illustrated in Figure 24, which reveals that
non-macro nodes in the IR have been made in the image of the join calculus.

While the join calculus captures the semantics of all control flow edges in a concrete
multigraph, the same does not hold for dependency edges. These represent partial results in a

program, produced by primitive operations which do not directly affect control flow. Following
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Figure 24 — The new IR in join calculus terms.
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Source: Gabriel B. Sant’ Anna, 2022.

Click’s conceptual execution model, these operations produce their results in parallel and “at the
speed of light” (CLICK; PALECZNY, 1995), as soon as their dependencies are available. This
requires the data subgraph to form a DAG, which is always the case within the scope of a join
node in a well-structured multigraph. As in Click’s sea of nodes, memory operations require
special treatment, since they must only produce their effects if the result is actively demanded

(either directly or through a chain of dependencies) by a control operation.

4.2.3 Type System

Types in the new IR serve two purposes. The first is to reduce the number of node
kinds: when nodes are parameterized by the type of their arguments and results (as in LLVM),
there is no need to define multiple variants of every operation (as in WebAssembly). The second
purpose is to apply further restrictions to the IR’s graph structure in order to detect miscompi-
lations. For example: JUMP nodes should not be able to have arbitrary bitvectors as their target

continuation, and using a join definition as a subtraction operand is nonsensical. A non-goal of
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the new IR’s type system is safety. Whereas type-safe ILs can provide more guarantees about
the behavior of well-typed programs, a universal representation must also account for unsafe
programming languages — C being a notable example (LATTNER, 2002, p. 21). Therefore, the

IR’s type system does not have an accompanying soundness proof.

Figure 25 — A type grammar for the new IR.

J = join types
y(Xi, ooy Xin) m-channel join, m > 1
X = channel types
x(Ag, ..., Ap) n-parameter channel, n > 0
K = continuation types
K(Ao, ..., An) n-parameter continuation, n > 0
A = parameter types
M memory
S sized type
K continuation type
S = sized types
BY bitvector with w bits, w > 1
I1(Sy, ..., Su) product type, n > 1
P pointer type

Source: Gabriel B. Sant’ Anna, 2022.

In Figure 25, types are described syntactically, where type constructors receiving other
types as parameters correspond to nodes with outgoing type dependency edges. All other non-
macro nodes (those related to control and data operations) have a single -colored slot, which
is used to infer the type of each other slot in the node. This inference is guided by a set of typing
rules, which are listed in Appendix B.

It should be noted that, in a well-structured multigraph, the type-level subgraph forms
a DAG. Therefore, recursive types (e.g., binary trees) must be built with pointers. Furthermore,
pointer types are “opaque”, as in the most recent versions of LLVM (BLAIKIE, 2015). In
summary, all dependencies typed as a pointer have the same type, even if memory operations
using these pointers are consistent with respect to the types of values being loaded and stored.
This reflects the fact that the IR is designed to accommodate unsafe languages, where, according
to Blaikie (2015), assigning non-opaque types to pointers (for instance, having p(7') instead of

the opaque version, p) can be misleading for some compiler analyses and transformations.
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4.3 PROTOTYPE IMPLEMENTATION

According to Braun, Buchwald & Zwinkau (2011), the main goal of a compiler IR is to
support program optimizations. One way to approach this goal is making these optimizations an
inherent part of the representation (BRAUN; BUCHWALD; ZWINKAU, 2011). This was kept
in mind during the development of a prototype implementation of the new IR'*. The prototype

is designed to automatically apply some optimizations as the IR is being built.
4.3.1 On-the-fly Optimizations

In the classic compiler literature (AHO et al., 2006, p. 533), analyses and transfor-
mations are classified as either local or global; where the first kind is limited to a single CFG
basic block. This classification is not applicable in the context of a sea-of-nodes graph, which
does not have basic blocks. Global analyses are also commonly divided into intraprocedural
and interprocedural (TANENBAUM et al., 1983; STANIER; WATSON, 2013), but even this
distinction is not immediately clear in a CPS-based IR (KELSEY, 1995).

An alternative classification scheme considers two distinct groups: peephole analyses
and global analyses; the former are limited to the extent of a fixed-size instruction “window”,
while the latter have access to the whole program (TANENBAUM et al., 1983). Although the
size of a peephole is typically defined as an instruction count within a linear IR, Click (1995)
suggests that the length of def-use chains could be used instead. Hence, in a sea-of-nodes graph,
a peephole is “centered” in a certain node and extends towards its neighbors. The maximum
number of edges traversed from the initial node to any other node in the peephole defines the
extent of the transformation, which is global in case this number is unbounded.

Click (1995) and Braun, Buchwald & Zwinkau (2011) show that some optimizations
(including global ones) can be applied on-the-fly, during the construction of an IR with the
right structure. This work aimed to replicate these optimizations, but, at the time of writing,
the prototype compiler is in a very early stage of development and not yet ready to produce
quantitative results. Hence, this subsection is limited to the description of algorithms which
implement some of those optimizations in the new IR.

The first optimization is Copy Propagation, which removes unnecessary assignments
to local variables (e.g., y = x). Since the IR is in SSA form and has no copy operation, uses
of a variable always point to its definition (in the example, uses of y would point directly to x).
Therefore, this optimization is inherent to the IR (BRAUN; BUCHWALD; ZWINKAU, 2011).
Operations which would effectively implement a copy when given constant arguments (addition
with zero or multiplication by one, for instance) are handled during peephole optimizations.

Constant Propagation, Arithmetic Simplification and Weak Strength Reduction are
combined into a single peephole optimization, which can be applied in constant time to nodes

which do not involve memory- or control- colored edges. The optimization relies on the fact

14" Source code and documentation available at https://github.com/baioc/gyred/
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that data operations within the scope of a JOIN node form an acyclic subgraph: when nodes rep-
resenting these operations are created in a reverse topological order (i.e., dependencies-first),
each one can be individually optimized. Once a node’s dependencies have been added, a peep-
hole is drawn around it and extended to its immediate neighbors. Analysis then consists of a
pattern matching process, which determines what transformation, if any, to apply.

Figure 26 displays pseudocode for an algorithm which implements this process, con-
sidering a simplified setting where an expression tree (with only unsigned integer constants and
multiplication operations) is being compiled to a multigraph G. Subexpressions are visited in
post-order, which is a valid reverse topological ordering of the data dependency subgraph. Fi-
nally, this algorithm could also be extended to certain control-related nodes — a COND node, for

example, with a constant branch selector, could be constant-folded in a similar way.

Figure 26 — Combined peephole optimizations, simplified.

1 procedure COMPILETO(expr, G)

2 if expr is an integer value then

3 return ADDCONSTNODE(G, expr.value)
4 else if expr is of the form left x right then
5 lhs < COMPILETO(expr.left, G)

6 rhs <— COMPILETO(expr.right, G)

7 node < ADDMULTNODE(G, lhs, rhs)
8 return PEEPHOLE(G, node)

9 end if

10 end procedure

11

12 procedure PEEPHOLE(G, node)

13 if node.kind = MULT then

14 lhs < node.lhs

15 rhs < node.rhs

16 if [hs.kind = rhs.kind = CONST then // propagate constant
17 return ADDCONSTNODE(G, lhs.value x rhs.value)

18 else if rhs.kind = CONST A rhs.value = 0 then // simplify e x 0to O
19 return rhs

20 else if rhs.kind = CONST A rhs.value =1 then // simplify e x 1 to e
21 return node.lhs

22 else if rhs.kind = CONST A powerOf2(rhs.value) then // reduce e x 2" to e < n
23 shift < ADDCONSTNODE(G, log, (rhs.value))

24 return ADDSHLNODE(G, lhs, shift)

25 else if ... then // other patterns omitted for brevity
26

27 end if

28 end if

29

30 return node // in case no rule applies, node is returned as is

31 end procedure

Source: Gabriel B. Sant’ Anna, 2022.

Common Node Elimination has been implemented as an incremental global optimiza-

tion, which avoids building certain subgraphs when an equivalent one already exists. This
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equivalence check is performed every time a node is added to the IR, but it can be optimized if
nodes are added in a reverse topological order. The implementation is based on hash consing,
a technique used in some Lisp systems (DEUTSCH, 1976) to avoid redundant allocations by

sharing values which are structurally equal.

Figure 27 — Caching structural hashes.

1 procedure ADDCONSTNODE(G, constant)
2 node < NEWNODE(G)

3 node.kind <— CONST

4 node.value < constant

5 node.hash <+ HASH(value)

6 return ADDNODE(G, node)

7 end procedure

8

9 procedure ADDMULTNODE(G, lhs, rhs)
10 if [hs.kind = CONST A rhs.kind = CONST then

11 return ADDMULTNODE(G, rhs, [hs) // PEEPHOLE prefers constants in rhs
12 else

13 node <+~ NEWNODE(G)

14 node.kind <— MULT

15 LINK (node.lhs, lhs.result)

16 LINK(node.rhs, rhs.result)

17 node.hash < lhs.hash & rhs.hash // where @ is commutative (e.g., bitwise xor)
18 return ADDNODE(G, node)

19 end if

20 end procedure

Source: Gabriel B. Sant’ Anna, 2022.

In summary, every node added to the data subgraph caches its own hash code, assuming
its dependencies are in the graph as well. At this point, the node becomes conceptually “frozen”
and is treated as an immutable structure. Later, if an equivalent node would be added to the
graph, an alias to the first one is returned instead. The implementation uses a hash table to check
for duplicates, and the cached hash code avoids as many graph traversals as possible. Even in
the case of hash collisions, comparing two nodes only takes time proportional to their outgoing
edge count: since their dependencies have already been deduplicated by this same process,
structural comparison reduces to a series of pointer (i.e., edge) comparisons. Figures 27 and 28
display pseudocode which implements this optimization. The simplified setting with only data-
colored dependency edges makes this a form of Common Subexpression Elimination, although
a full version could also deduplicate type-level operations and certain control-related nodes (for
instance, JUMP nodes which send the same arguments to the same target continuation).

Another global optimization is Dead Node Elimination, which removes useless sub-
graphs (i.e., dead code) from the program. In summary, it uses a global analysis to determine
a set of “live” nodes {v € N; | v=r; V ri = v}. All nodes which are not in the live set are
considered “dead”. Then, it transforms the multigraph G; by removing all of its dead nodes and
any edges connected to them; this applies to any kind of node, including memory operations,

control operations, type constructors, and even macros.
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Figure 28 — Common Subexpression Elimination via hash consing.

1 procedure ADDNODE(G, node)
2 existing < LOOKUP(G.hashTable, node)
3 if existing. found then
4 DELETENODE(G, node) // common node eliminated
5 return existing.node
6 else
7 INSERT(G.hashTable, node)
8 return node
9 end if
10 end procedure
11
12 procedure EQVCONSTNODES(u, v) // invoked during hash table lookups
13 return u.value = v.value
14 end procedure
15
16 procedure EQVMULTNODES(u, v)
17 return {u.lhs, u.rhs} = {v.lhs, v.rhs} // order of factors does not alter the product

18 end procedure

Source: Gabriel B. Sant’ Anna, 2022.

Due to the way in which edges are directed in the new IR, unreachable nodes corre-
spond to dead code, which allows this optimization to be implemented as a garbage-collection
algorithm. In the prototype implementation, Dead Node Elimination is automatically performed
by a multigraph when it needs to expand its private node pool. Assuming that the reallocation
process is relatively expensive, the garbage collector can turn this into an opportunity to move
live nodes in memory such that def-use chains are packed closely together — this should im-
prove the memory locality of certain graph traversals, in the interest of having a more efficient
compiler. Figures 29 and 30 together implement a node allocator and garbage collector, where

the latter applies Dead Node Elimination and compacts the multigraph at the same time.

Figure 29 — Bump allocation in a node pool.

1 procedure NEWNODE(G)
2 if G.cursor < G.arena.length then // if there are still nodes available, grab the first one
3 node < GET(G.arena, G.cursor)
4 G.cursor < G.cursor+ 1
5 node.mark <— INITIAL
6 return node
7 else // otherwise, expand the arena, then try again
8 REALLOCATEARENA(G)
9 return NEWNODE(G)
10 end if
11 end procedure

12

13 procedure DELETENODE(G, node)

14 if node = GET(G.arena, G.cursor — 1) then

15 G.cursor < G.cursor — 1

16 end if // non-LIFO deallocations are deferred to the garbage collector
17 end procedure

Source: Gabriel B. Sant’ Anna, 2022.
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4

Figure 30 — Dead Code Elimination as Garbage Collection.

procedure REALLOCATEARENA(G)

newArena <— ALLOCATEARENA (2 x max (1, G.arena.length))
newCursor <0

stack <— MAKESTACK()

for all node € outNeighbors(G.root) do // starting at the root node, mark reachable nodes
node.mark < PENDING
PUSH(stack, node)

end for

while “EMPTY (stack) do // repeat until all nodes have been transferred

oldNode < POP(stack)

for all neighbor € outNeighbors(oldNode) do // mark out-neighbors of a reachable node
if neighbor.mark = INITIAL then
neighbor.mark <— PENDING
PUSH(stack, neighbor)
end if
end for

newNode < COPY (newArena, newCursor, oldNode) // transfer the node ...
newCursor <— newCursor + 1
oldNode.forwardingPointer < newNode // ... and set up a forwarding pointer
oldNode.mark <+— RELOCATED

end while

DESTROYSTACK (stack)

for all n € [0, newCursor — 1] do // then, forward all live edges to the new node pool
node < GET(newArena, n)
node.mark <— INITIAL
for all neighbor € outNeighbors(node) do
if neighbor.mark = RELOCATED then
newNeighbor < neighbor. forwardingPointer
REWIRESLOTS (node, neighbor, newNeighbor)
end if
end for
end for

DEALLOCATEARENA(G.arena) // dead nodes have now been eliminated
G.arena <— newArena

G.cursor < newCursor

UPDATEHASHCONSINGTABLE(G)

43 end procedure

Source: Gabriel B. Sant’ Anna, 2022.

The pseudocode in Figure 30 implements a copying garbage collector (JONES; HOSK-

ING; MOSS, 2011, ch. 4). Its main deviation from Cheney’s classic algorithm is in the use of

an auxiliary stack to traverse and copy live nodes in depth-first (instead of breadth-first) fashion.



71

S CONCLUSION

The best way to implement the future is to avoid having to predict it.

(PIUMARTA, 2005)

5.1 SUMMARY

This work is motivated by indications of an upcoming boom in the diversity of hard-
ware architectures (HENNESSY; PATTERSON, 2019) and programming languages (LATTNER,
2021). After a historical retrospective on the concept of UNCOL and its influence in compiler
technology, it is argued that a universal IL may still be a viable solution to the (apparently in-
evitable) compiler construction problem. One of the main arguments for revisiting UNCOL 1is
that even its proposed alternatives benefit from (and often require) a common IL.

The main contribution of the thesis is a survey on compiler IRs. Unlike related works,
it covers functional and algebraic IRs, while describing techniques used in both modern and
old compilers to increase the efficiency and the portability of programs. Research leading
up to this survey can also be seen as a means to an end: understanding portable compiler
IRs, identifying design principles and eliciting requirements to guide modern iterations on the
UNCOL idea. These principles and requirements, extracted from the literature review, are
described informally, which makes them hard to evaluate in practical terms. Still, a rationale
for these exploratory results is communicated in the text to the best of the author’s capabilities.

The author’s initial hypothesis was that one or more suitable UNCOL candidates —
compiler IRs which meet the requirements of a practical universal representation — would have
been found during the systematic review. While that does not seem to be the case, the evolu-
tion of compiler technology over the last 60 years has highlighted some techniques (theoretical
frameworks, data structures, analyses and transformations) which may facilitate the achieve-
ment of these goals. Using some of these techniques, and in an attempt to strengthen the validity
of the aforementioned design principles and requirements, a new compiler IR is presented.

This work formally describes the new IR’s structure. Then, its interpretation — the
model of computation exposed by the IR — is expressed in terms of existing models. The result-
ing design mixes together ideas from many different sources, which leads to certain deviations
from classic (CFG-based) approaches; one notable example is the implementation of global
Dead Code Elimination as a garbage collection algorithm. Finally, the IR began to be imple-
mented in a compiler middle end, of which an early prototype has been made publicly available

as part of this thesis.

5.2 FUTURE WORK

In the author’s opinion, this thesis has uncovered a couple of future work possibilities.

The obvious one is further development of the new IR’s prototype compiler implementation,
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which is yet to reach a stage mature enough for empirical evaluation. One concern with the
implicitly-optimizing approach is finding a way to expose a programming interface which does
not lead to surprises when, for example, constructing an arithmetic operation node yields back
an alias to an existing constant (supposedly because the requested operation was immediately
constant folded). Another engineering concern lies in how to proceed with the evaluation of an
IR designed to support multiple languages and machine architectures.

Jordan et al. (2013) explain why thorough experimental comparisons of compiler IRs
are impractical: such an endeavor would require, for the complete set of investigated IRs, com-
parable implementations of all possible analyses and transformations — that, as well as an exten-
sive set of benchmark programs to exercise all of these optimizations. Hence, new IR designs
are usually evaluated by the proxy of a compiler middle end, which uses said IR to translate
some high-level language into optimized machine code. Then, the special case of a portable
(would-be universal) IR leads back to the N x M problem: one possible way to evaluate such
an IR would be by reproducing the compiler construction problem at a small scale, choosing a
small, yet diverse, set of languages on both ends. Once N x M translation pathways are made
available through the middle end, empirical results can be obtained by combining standard
benchmark and compiler performance metrics for each source-target pair.

A more pragmatic approach, as seen in the work of Reissmann et al. (2020), would
be to use existing compiler infrastructures to test the effect of optimizations being performed
on the new IR. Following their example, LLVM IR could be used as both input and output to
a prototype compiler, and experimental results measured in terms of the baseline compilation
pipeline. While this is certainly a faster way to evaluate certain optimizations, it does not have
a clear connection to the compiler construction problem.

Another future work possibility is expanding the use of some theoretical frameworks
to guide the design of IR features and transformations. Earlier in the text, the work of Felleisen
(1991) was cited due to its presentation of a theory of expressiveness, which can be used to find
redundancies in programming language constructs. Applying this to a compiler IR would be an
innovative experiment, which in turn would require a precise description of an IR’s model of
computation.

In fact, the IR presented in this thesis could also benefit from a more formal treat-
ment, particularly with respect to multiple uses of instantiated continuations and the semantics
of explicit concurrency in the control-flow subgraph. Only then would it be possible to de-
sign complete algorithms for the construction (i.e., generation) and destruction (i.e., lowering)
of the IR. Additionally, this text is often imprecise in its use of terms such as “equivalent”,
appealing to the reader’s intuition in order to relate IR structure to program behavior. There
are multiple formal alternatives — especially so in the context of process calculi (FOURNET;
GONTHIER, 2000) — which could be used instead. Doing so would enable formal reasoning
about semantics-preserving program transformations, which is precisely what compiler opti-

mizations are supposed to be.
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APPENDIX A - NODE STRUCTURE

Every node v in the new IR has an associated “label”, drawn from a finite set Ky. The
following equations describe how the label of a well-structured node partially determines its

shape: what edge slots it may have and the color associated to each of these (if present).

label(v) = JOIN =
outSlots(v) = {type, body}
A color(v,type) = A color(v,body) = control

ChanMAX argsSpmax

A inSlots(v) C U U param;j U {def}
-1 j=0

A (def € inSlots(v) = color(v,def) = data)

A (Vi, j . param;j € inSlots(v) = color(v, param;j) € {data,memory})

label(v) = INST —
outSlots(v) = {type, def}
A color(v,type) = A color(v,def) = data

chanMAx

A inSlots(v) C U cont;
i=1

A (Vi . cont; € inSlots(v) == color(v,cont;) = data)

label (v) = JUMP —
outSlots(v) C {type, target, argo, ..., ar8argsyax
Atype € outSlots(v) A color(v,type) =
Atarget € outSlots(v) N color(v,target) = data
N (Vj.argj € outSlots(v) = color(v,arg;) € {data,memory})
N inSlots(v) C {ctrl}

A (ctrl € inSlots(v) = color(v,ctrl) = control)

label(v) = FORK =
outSlots(v) C {thready, ..., thread o, }
A |outSlots(v)| > 2
A (Vi . thread; € outSlots(v) == color(v,thread;) = control)
N inSlots(v) C {ctrl}

A (ctrl € inSlots(v) = color(v,ctrl) = control)
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label (v) = COND —
outSlots(v) C {type, sel, bry, ..., browma_,}
A type € outSlots(v) A color(v,type) =
A sel € outSlots(v) A color(v,sel) = data
A (Vi . br; € outSlots(v) = color(v,br;) = control)
A inSlots(v) C {ctrl}

A (ctrl € inSlots(v) = color(v,ctrl) = control)

label(v) € {MACROG,, ..., MACROG,,,, }
outSlots(v) C {outy, ..., Outmacroy,x }

A\ inSlOl‘S(V) C {il’lo, ey i”lmacroMAx}

label (v) = CONST —>
outSlots(v) = {type} N color(v,type) =
A inSlots(v) C {value}

A (value € inSlots(v) = color(v,value) = data)

label(v) € {AND, OR, XOR, < <7, <7, 4", <= X", ‘o’ G, c=7 A < ) =
outSlots(v) = {type, lhs, rhs}
A color(v,type) =
A color(v,lhs) = data N\ color(v,rhs) = data
A inSlots(v) C {result}

A (result € inSlots(v) = color(v,result) = data)

label (v) = BITCAST —
outSlots(v) = {type, input}
A color(v,type) =
A color(v,input) = data
A inSlots(v) C {out put }

A (output € inSlots(v) = color(v,output) = data)
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label(v) = MUX —
outSlots(v) C {type, sel,inputy, ..., inputywma_ }
Atype € outSlots(v) A color(v,type) =
A sel € outSlots(v) A color(v,sel) = data
A (Vi . input; € outSlots(v) = color(v,input;) = data)
A inSlots(v) C {out put }

A (output € inSlots(v) = color(v,output) = data)

label(v) = TUPLE —>
outSlots(v) C {type, fieldy, ..., fieldprjy.y }
Atype € outSlots(v) A color(v,type) =
A (Vi. field; € outSlots(v) = color(v, field;) = data)
N inSlots(v) C {tuple}

A (tuple € inSlots(v) = color(v,tuple) = data)

label(v) € {PROJy, ..., PROJ prpjpay } =
outSlots(v) = {type, tuple}
A color(v,type) =
A color(v,tuple) = data
A inSlots(v) C { field}
A (field € inSlots(v) == color(v, field) = data)

label(v) € {M, p, B!, ..., B"M&x} —
inSlots(v) C {type}
A (type € inSlots(v) = color(v,type) = )

label(v) =11 =
outSlots(v) C{To, .., Tprojyux t
A (Vi . T; € outSlots(v) = color(v,T;) = )
A inSlots(v) C {type}
A (type € inSlots(v) = color(v,type) = )
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label(v) € {k, x} =
outSlots(v) C{To, ..., Turgspuy }
A (Vi . T; € outSlots(v) = color(v,T;) = )
A inSlots(v) C {type}
A (type € inSlots(v) = color(v,type) = )

label(v) =y —
outSlots(v) € {To, ..., Tehanyuy }
A (Vi . T; € outSlots(v) = color(v,T;) = )
A inSlots(v) C {type}
A (type € inSlots(v) = color(v,type) = )

label(v) = LOAD —
outSlots(v) = {type, mem, ptr}
A color(v,type) =
A color(v,mem) = memory
A color(v, ptr) = data
A inSlots(v) C {mem’ val}
A (mem' € inSlots(v) = color(v,mem') = memory)

A (val € inSlots(v) = color(v,val) = data)

label(v) = STORE —>
outSlots(v) = {type, mem, ptr, val}
A color(v,type) = A color(v,mem) = memory
A color(v, ptr) = data N\ color(v,val) = data
A inSlots(v) C {mem'}

A (mem’ € inSlots(v) = color(v,mem’) = memory)

label(v) = FENCE —
outSlots(v) C {memy, ..., memence,,s }
A (Vi . mem; € outSlots(v) = color(v,mem;) = memory)
A inSlots(v) C {mem'}

A (mem’ € inSlots(v) = color(v,mem’) = memory)
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APPENDIX B - TYPING RULES

In a multigraph G;, let v range over nodes in N; and let T stand for any type produced
by the grammar shown in Figure 25. For the sake of brevity, ¢ stands for any kind of binary
operation in Ky with operand slots {lhs, rhs} and result slot result. Similarly, let < range
over binary predicates, that is, integer comparison operators. Additionally, 7(v) = T indicates
that the type dependency edge of a node v is wired to a type-level operator producing type
T'; this does not lead to ambiguities because primitive nodes in the IR which are not type op-
erators themselves have at most one type dependency edge. Finally, v.x : T denotes that slot

x € (inSlots(v) U outSlots(v)) has been assigned type T by one of the inference rules below.

label(v) = JOIN  t(v) =J =w(x(Ti0, ---; Tiny)s --s X(Tn0s - Tnn,,))
vdef:J N V1<i<m.V0<j<ny.(v.param;;:T;;)

label(v) =INST  t(v)=J=w(x(Ti0, ---s Tin)s s X(T0s s Tun,y,))
vdef:J N V1 <i<m. (v.conti: x(Ty, ..., Tin;))

label(v) = JUMP  1(v) = k(Ty, ..., Tp) label(v) =COND  T(v) =B"
vitarget : K(To, ..., T,) N YO<j<n.(varg;:T)) v.sel : B”

label(v) =CONST t(v)=T
v.value : T color(v,x) = memory <= vx: M

label(v)= o t(v)=T label(v)= = t(v)=T
vihs:T N vrhs: T AN vresult:T vihs:T A vorhs:T A vresult : B!

label(v) =BITCAST  v.input:T, 1(v)=T,
v.out put : Ty

label(v) =MUX  vsel :BY t(v)=T
voutput : T N YO <n <2V . (vinput,:T)

label(v) = TUPLE  1(v) =II(Ty, ..., T;)
vituple : II(Ty, ..., T,) N V1 <i<n.v.field;:T,

label(v) =PR0OJ; t(v)=II(T1,....T,) 1<i<n
vtuple : 1I(T, ..., T,) N v.field:T;

label(v) € {LOAD, STORE} 1t(v)=T label(v) =FENCE t(v)=T
viamem:M N v.ptr:p A v.imem' :M N vwval: T mem' : M A Yi.(v.mem;: M)
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Abstract. Developing and maintaining an optimizing compiler is far from triv-
ial. Modern compiler infrastructures attempt to reduce that development cost
by sharing the same “middle end“ across various combinations of language-
specific front ends and target-specific back ends. Shared Intermediate Repre-
sentations (IRs) play a major role in these architectures, but their design is still
not fully understood, even by practitioners in the field. This work attempts to
increase that understanding by surveying various compilers and their respec-
tive IRs. Unlike related works, we cover some functional and algebraic IRs,
study the use of high-level programming-languages as an intermediate transla-
tion step, and include more recently developed compiler IRs in our research.

1. Introduction

Computer languages are means of communication between humans and machines. The
communication is generally considered more effective when programs are written in a
high-level programming language [Click 1995], and programs more efficient when an
optimizing compiler performs the translation to machine code [Johnson 2004]. Unfortu-
nately, developing and maintaining an optimizing compiler is, and has always been, far
from trivial [Steel 1961a, Oliva et al. 1997, Chow 2013, Susungi and Tadonki 2021].

Compilers must be able to reason about non-trivial programs, to combine various
analyses in order to determine whether or not to apply certain transformations, and to
ensure that optimizations preserve program semantics [Reissmann et al. 2020]. Among
other reasons, the complexity of the translation process leads to a multi-stage pipeline de-
sign (refer to Figure 1), in which the same program can take multiple different forms, also
known as Intermediate Representations (IRs). At a higher level, it is possible to group
translation stages [Aho et al. 2006] into three categories: the front end is responsible for
enforcing the invariants of the source language; the back end handles the idiosyncrasies
of the target encoding; and the oxymoronic “middle end” performs IR analyses and trans-
formations which are often independent of both source language and target machine. IRs
play a major role in modern compiler infrastructures, warranting the rise of the middle
end as one of the most important parts of an optimizing compiler [Chow 2013].

Until relatively recently, most IRs were unspecified proprietary formats which
could not be used between different compilers, and in some cases not even across dif-
ferent versions of the same compiler [Lattner 2002]. In contrast, the LLVM project
[Lattner and Adve 2004] has shown that a well-known IR, with open-source tools built
around it, facilitates the development of new compiler technology, to the benefit of the
computing industry as well as of programming language research. Hence, pursuing a
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Figure 1: Logical structure of a typical optimizing compiler.

standardized universal IR, one which would enable compiler interoperability and target-
independent binary distribution, is a very promising, even if idealistic, goal [Chow 2013].

Despite the importance of compiler IRs, it appears that their design is still an
art”, not completely understood even by practitioners in the field of programming lan-
guages and compilers [Lattner et al. 2021]. In this context, we present a survey on IRs and
their accompanying abstract machines. Unlike related works [Stanier and Watson 2013,
Belwal and TSB 2015, Susungi and Tadonki 2021], the survey covers functional and al-
gebraic IRs, while describing techniques used in both modern and older compilers to in-
crease the efficiency and the portability of program encodings. This research can also
be seen as a means to an end: understanding portable compiler IRs, identifying de-
sign principles and eliciting requirements to guide the design of a modern “universal
IR”, a concept known in the past as UNCOL (Universal Computer Oriented Language)
[Strong et al. 1958, Steel 1961b, Macrakis 1993b].
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2. Related Works

An overview on the topic of compiler IRs can be found in [Chow 2013]. Directly
related works begin with [Stanier and Watson 2013], with a first survey on IRs used
by imperative programming language compilers. [Belwal and TSB 2015] later pub-
lished their research on IRs for heterogeneous multi-core computing. More recently,
[Susungi and Tadonki 2021] reviewed IRs designed to represent “explicitly parallel” pro-
grams. These previous surveys narrowed their scope to IRs used and designed for certain
purposes; this one is no exception, with special attention given to portable IRs, that is, to
abstract program representations which may (as claimed by its authors or as observed in
practice) be able to accommodate multiple high-level languages and target architectures.

Each of the three related works classifies IRs  differently.
[Stanier and Watson 2013] use three aspects: structure, which can be linear or
graph-based; dependency information, including data flow and control flow; and pro-
gram content, whether programs can be fully or only partially encoded in the IR. The
classification of [Belwal and TSB 2015] is simpler: IRs can be “syntactic” (represented
as trees), graph-based or a mix of the two previous options. [Susungi and Tadonki 2021],
on the other hand, consider four IR categories: Intermediate Languages (ILs), graphs,
Static Single Assignment (SSA) form and polyhedral representations. Meanwhile, this
survey groups IRs solely by their structure: Sections 3, 4 and 5 respectively describe
linear, tree-structured and graph-based IRs.



Despite being separately classified, these kinds of IRs are frequently used
together in modern compilers, albeit at different stages of the translation pipeline.
[Stanier and Watson 2013] identify a tendency towards: (a) parse trees and Abstract Syn-
tax Trees (ASTs) in the front end; (b) graph-based IRs to represent whole functions; and
(c) linear IRs — usually put in SSA form for the purpose of optimization — used for local
“low-level” transformations.

3. Linear Representations

Linear IRs represent programs as sequences of instructions for an abstract machine. Imag-
ining an IL in this format is particularly straightforward when the abstract machine resem-
bles a simple stored-program computer. Thus, most ILs, including the first UNCOL ever
proposed [Conway 1958], follow this pattern [Franz 1994]. It is also the preferred IR type
of Virtual Machines (VMs), since a baseline implementation can operate by interpreting
an individual instruction, moving to the next one in the sequence and repeating this pro-
cess in a loop, essentially emulating a sequential computer. This is why linear IRs are
said to be “low-level” [Lattner and Adve 2004]. When interpreted by a VM, linear ILs
are called bytecode formats, since each instruction can often be encoded in a single byte
[Nystrom 2021]. They are also known as P-code (portable or pseudo code), in praise of
the VM-based implementation of the Pascal programming language [Wirth 1993].

Despite their simplicity, linear IRs are not without disadvantages.
[Haddon and Waite 1978] describe the challenge of choosing a minimal set of portable
instructions. In short, recovering the original intent of high-level code after it has
been lowered to a linear IR is not trivial, especially after multiple rounds of program
transformations [LLogozzo and Fahndrich 2008]. Furthermore, this “primitive mismatch”
problem (which also extends to data types, number of available registers and properties
of memory operations, among other aspects) is unavoidable: unless the IR is to expand
uncontrollably, there will always be programming language operations and machine
instructions without a one-to-one mapping in the IR [Ganapathi et al. 1982].

Similar to instruction formats of real computers, linear compiler ILs have a sim-
ple, regular structure. Also like the instructions of real machines, the biggest differ-
ence between them lies in what the instructions themselves do: what sort of data they
operate on, how they access memory and what effects are caused by their execution
[Stanier and Watson 2013]. Despite the great variety of possible instructions, linear com-
piler IRs can be categorized as either stack-based or register-based.

3.1. Stack-based Bytecode

Another way to conceive linear IRs is by attempting to serialize syntax trees into a more
densely packed format. For example, a simple compiler for arithmetic expressions — such
as the one described by [Aho et al. 2006] — can traverse ASTs in post-order and emit
bytecode at each visited node; the resulting program would be ready to be executed by
a stack-based VM - like the one described by [Nystrom 2021]. Figure 2 illustrates how
this process can be applied to a short program, which is parsed into an AST and serialized
as a sequence of stack-based bytecode instructions. [Stanier and Watson 2013] would
designate such an IL as an extension of postfix Polish (or, reverse Polish) notation. These
IRs are very compact, but become difficult to optimize [Stanier and Watson 2013].



print 4-\

[print 3 * 7+1;]

A \ 3 7 | mul | 1 | add |print

3 7

Figure 2: Translating arithmetic to stack-based bytecode.

[Koopman 1989] presented a stack computer taxonomy which can be adapted to
stack-based compiler IRs. One dimension of the design space is the number of distinct
stacks available to the machine: single-stack machines are simpler and VM implementa-
tions can be faster, but having multiple stacks may help prevent certain classes of secu-
rity vulnerabilities by separating data and control flow manipulation [Haas et al. 2017].
The other significant aspect is the number of operands an instruction may have: while
a 0-operand “pure stack™ architecture is almost always manipulating the topmost stack
elements, 1-operand machines — also known as single-address or “stack/accumulator” ar-
chitectures — designate an additional machine register or memory address as either input
or output to each instruction [Koopman 1989].

The following is a non-exhaustive list of stack-based compiler IRs:

* The SECD machine. [Landin 1964] designed an abstract machine to evaluate
A-calculus terms. Its 0-operand IR controlled four distinct memory devices, two
of which were stacks. Later, the SECD machine was used as a central component
of the LispKit compiler [Henderson 1980] and there was an effort to implement it
directly on hardware [Graham 1989].

* Janus. Janus was an IL which shared most of UNCOL’s goals.
[Coleman et al. 1974] describe the system as a family of abstract machines with
a common basic structure (a 1-operand stack-based architecture) and a univer-
sal IL. They achieved portability through the abstraction of high-level operations
as macros, which are called in the IL and expanded in a target-specific manner
when lowering to machine language [Newey et al. 1972]. This technique was re-
discovered some years later, in the “Universal Compiling System” proposed by
[Gyllstrom et al. 1979], although they do not describe their IR in much detail.
Janus was used in the implementation of a Pascal compiler and in the design of an
Algol 68 compiler [Haddon and Waite 1978].

* U-code. A variant of P-code designed by [Perkins and Sites 1979] to enable com-
piler optimizations across a wide variety of machines and languages. The 1-



operand stack-based IL was used to compile both Pascal and Fortran programs
and had some degree of backwards compatibility with P-code—based compilers
[Perkins and Sites 1979]. U-code had dedicated metadata instructions for the pur-
poses of debugging, guiding optimizations and stating program requirements (e.g.,
defining memory alignment restrictions).

The Amsterdam Compiler Kit IL. The Amsterdam Compiler Kit was a collec-
tion of compiler modules created by [Tanenbaum et al. 1983], based on the UN-
COL idea. Their main IR, Encoding Machine (EM) language, is linear, but the
tool kit also included graph-based global optimizations. As its name suggests, the
stack-based IL was used mainly as an encoding mechanism, where the back end
maintained a simulated stack and generated code with the aid of a target-specific
“driving table”, which described how to translate certain stack configurations into
machine language. Lacking an entry in the driving table, the compiler would in-
ject IL instructions into the program with the purpose of coercing the stack into a
known configuration. [Tanenbaum et al. 1983] describe this method as being anal-
ogous to a chess-playing artificial intelligence program, since it searches through
many possible sequences of “moves”. There were also meta-linguistic declara-
tions, not unlike those previously suggested by [Steel 1961a], which helped guide
the “chess-playing” procedure. The Amsterdam Compiler Kit, originally a com-
mercial product, was used for many years as the native compiler toolchain in
Tanembaum’s Minix operating system [Given 2005], with support for C, Plain,
Pascal, Algol 68 and more than a dozen different hardware architectures. Accord-
ing to [Tanenbaum et al. 1983], it showed that “the old UNCOL idea is a sound
way to produce compilers”. The toolkit has since been released under an open-
source license, but has not received much attention.

The Categorical Abstract Machine. The Categorical Abstract Machine was cre-
ated as a mathematically well-founded method of functional programming lan-
guage implementation [Cousineau et al. 1987]. The core stack-based architec-
ture was formally described by [Cousineau et al. 1987], who claimed the small
changes proposed over the SECD machine enabled much simpler correctness
proofs.

Java Virtual Machine (JVM) bytecode. Many qualities associated with the
Java programming language, such as machine-independence and memory safety,
stem from its VM [Lindholm et al. 2015]. The JVM is a portable stack-based and
object-oriented architecture specifically designed for Java. Nonetheless, compil-
ers for other programming languages (Kotlin, Scala and Clojure, to cite a few)
frequently target JVM bytecode in order to profit from the mature platform. Since
most JVM implementations employ Just-In-Time (JIT) compilers, which translate
bytecode to machine language at run-time, JVM bytecode can be considered an
IL. Still, compilers often convert the stack-based IR into a format better suited for
transformations before lowering it to machine code [Lattner and Adve 2004].

Microsoft’s Common Intermediate LLanguage (CIL). An Ecma International
standard defines the Common Language Infrastructure (CLI) [ECMA-335 2012],
which includes a common type system, a stack-based virtual execution system
and an accompanying IL, the CIL. The machine-independent infrastructure was



built with maximum portability in mind; in order to integrate multiple program-
ming languages in the same platform, it was “designed to be large enough that
it is properly expressive yet small enough that all languages can reasonably ac-
commodate it” [ECMA-335 2012]. One way the CLI attempts to deliver practical
language interoperability is by providing abstract operations (such as a “virtual
calling convention) and extensible IL. metadata that let compiler front ends com-
municate optimization-relevant information all the way to the execution engine,
which can then tailor code generation decisions to the user’s machine. In general,
such on-the-fly code generation methods aim to counteract the efficiency losses
which tend to arise when using machine-independent IRs [Franz 1994].

* WebAssembly. WebAssembly is a VM-bytecode pair for the Web platform. De-
spite currently being in a minimum-viable-product state, it was collaboratively
designed by engineers from major browser vendors [Haas et al. 2017] and there-
fore boasts wide availability on consumer devices. The stack-based architecture is
explicitly noted by [Haas et al. 2017] as merely a mechanism to easily achieve a
formalization of the abstract machine and provide a compact program representa-
tion. Hence, many design decisions — notably, prohibiting irreducible control flow
— aim to enable quick conversion into IRs better suited for program transforma-
tions and compiler optimizations, such as a register-based SSA [Haas et al. 2017].

3.2. Register-based Three-Address Codes

Register-based compiler IRs are often synonymous with Three-Address Codes (3ACs),
although alternative architectures exist (and are mentioned below). In a typical 3AC,
each instruction performs a single operation, having at most two inputs and one output
[Aho et al. 2006]. An example is shown in Figure 3, which displays the small program
from Figure 2 encoded in a 3AC IL.

$tl = i32 1

$t3 = i32 3

$t7 = 132 7

$tm = mul $t3, St7
$ta = add %tm, 5%tl
%_ = call Qprint (%ta)

Figure 3: A simple 3AC program, using LLVM-like syntax.

In most register-based IRs, the compiler assigns a named register to all intermedi-
ate results. This has the advantage of facilitating the reuse of previously computed values:
one simply needs to refer to the name associated with it, as opposed to having to perform
a series of memory and stack manipulation operations [Koopman 1989]. A disadvantage
lies in the fact that the compiler needs to allocate a register for every single intermedi-
ate value in the program: if the abstract machine has a limited number of registers, this
becomes a non-trivial problem [Aho et al. 2006]. According to [Aho et al. 2006], 3ACs
allow programs to be transformed and rearranged much more easily than stack-based
bytecodes, since the latter requires the insertion of instructions in a very specific order to
achieve the effects described by the original high-level program.



There are many ways for a compiler to implement 3ACs. The most straightfor-
ward representation consists of quadruples: sequences of four-field records containing
the instruction code, (up to) two argument registers and a named result [Aho et al. 2006].
Triples are a close alternative, where the result’s “name” is implicitly defined by the po-
sition of the instruction in the containing sequence. The triple scheme requires less space
and lets the compiler use numbers (which are faster indexes and easier to generate) in-
stead of arbitrary names [Stanier and Watson 2013]. Since triples associate instruction
indexes with their produced results, reordering operations requires the compiler to update
all uses of the result of a relocated triple. Indirect triples offer a solution to that prob-
lem by uncoupling program order from result handles, such that a reference to a triple
is kept stable even when the program is being transformed [Aho et al. 2006]. Figure 4
shows a single program (the same one from Figure 3) represented as quadruples, triples
and indirect triples. In the last representation, the program was slightly reordered.

PROGRAM: PROGRAM: 0: <const, 132, 1>
<const, 132, 1, $tl> [0: const, 132, 1 1] l: <const, 132, 3>
<const, 132, 3, $t3> [1: const, 132, 3] 2: <const, 132, 7>
<const, 132, 7, $t7> [2: const, 132, 7 ] 3: <mul, (1), (2)>
<mul, %t3, St7, Stm> [3: mul, (1), (2)] 4: <add, (3), (0)>
<add, %$tm, %tl, %ta> [4: add, (3), (0)1 5: <print, (4), _>
<print, %ta, _, > [5: print, (4), _ 1] PROG': [1;2;3;0;4;5]

Figure 4: Quadruples (left), triples (center) and indirect triples (right).

Register-based compiler IRs include, but are not limited to:

* Conway’s UNCOL. In the first proposed UNCOL design, [Conway 1958] par-
tially describes a register-based IR. He believed that minimalistic abstract ma-
chines, with fewer registers and instructions, would provide greater opportunity
for code optimization. Thus, his IR follows a single-address architecture, where
operations specify only their output locations, and operands are always read from
predefined “argument-storage” registers.

* Steel’s UNCOL. As one of the authors of the UNCOL report, [Steel 1961a] pro-
vides further detail on how a universal IR could be envisioned. Like Conway,
Steel points towards a single-address machine. He indicates the need to describe,
for every item of data expressed in the IL, properties such as type, numerical
range, precision and storage allocation, arguing that (at least some of) these could
be achieved with a mechanism to define the lexical and syntactical structure of
language elements. Steel also suggests that some instructions should aid compiler
optimizations through meta-linguistic declarations such as “the next 20 statements
form a loop”. Finally, a striking feature of Steel’s UNCOL was that commands
could have different behavior based on the data types being operated on. This
type-based instruction overloading results in a smaller IR: a single addition com-
mand, for example, would work with both integers and floating-point numbers.
Like Conway’s UNCOL, this IL was never implemented.

* IBM’s PL.8 compiler. The PL.8 project was a compiler which could ac-
cept multiple source languages (Pascal and a variant of PL/I) and produce op-



timized code for several different machines, notably by the means of a com-
mon IR “closely matching the computational semantics of the target machines”
[Auslander and Hopkins 1982]. Its IR was a 3AC with an unlimited number of
virtual registers. This is a notable feature of the IR’s design because it may have
prompted the invention of SSA form, especially since [Rosen et al. 1988] were
familiar with IBM’s PL.8 infrastructure.

The Stanford University Intermediate Format (SUIF). SUIF was a compiler
framework heavily influenced by the concept of a universal IR. It is divided into
a “kernel”, which consists of IR generation and manipulation procedures, and a
“toolkit” with front end and back end modules using the IR as a common in-
terface [Wilson et al. 1994]. SUIF’s IR is described as a “mixed-level” program
representation, being for the most part a 3AC, but also including tree-like con-
structs for loops, conditionals and array accesses [Wilson et al. 1994]. The in-
frastructure was released for free as an attempt to solve the compiler construction
problem in research. It succeeded only to some degree: there were multiple re-
search projects based on SUIF, with front ends implemented for C, Fortran, Java
and C++ [SUIF 2005]. However, its place in research has since been occupied by
the LLVM project [Farvardin and Reppy 2020].

GCC’s Register Transfer Language (RTL). GCC is another well known com-
piler collection and infrastructure, notable for being used in the Linux kernel
[FSF 2022]. According to [Lattner 2021], GCC’s open-source nature created a
turning point in the compiler industry around the 1990s (back in a time when most
compilers where commercial products, all mutually incompatible), enabling col-
laboration from academia and industry, reducing language community fragmenta-
tion and to a great extent achieving the N + M scaling of multiple front ends and
back ends. GCC officially supports C, C++, Objective-C, Fortran, Ada, Go and D,
for countless back ends [FSF 2022]. Still, modern compilers tend to gravitate to-
wards the LLVM infrastructure, mainly due to its modular architecture and better-
specified (even if slightly unstable) IL. GCC has multiple IRs [Merrill 2003], the
oldest one being RTL, a 3AC with an infinite number of virtual registers. Unlike
LLVM IR, RTL’s SSA form is optional [FSF 2022].

The LLVM Project (and derivatives). LLVM is a modern compiler framework
originally designed by [Lattner 2002] to tackle the challenges originated by re-
cently developed programming practices, namely the support for dynamic exten-
sions to long-running programs and multi-language software development. A so-
lution is envisioned as the combination of capabilities previously considered to
be mutually exclusive: while classic compilers provide ahead-of-time code opti-
mization and a language-agnostic runtime model, VM-based approaches such as
the JVM or the CLI can implement profile-guided JIT transformations by preserv-
ing program information until run-time [Lattner and Adve 2004]. Providing all of
these features is LLVM’s goal, which, according to [Lattner and Adve 2004], is
achieved through its innovative IR design and the open-source compiler infras-
tructure built around it. LLVM’s IR can be described as a register-based 3AC
(although the implementation places the linear IR inside Control Flow Graph
(CFG) nodes) in SSA form, extended with “high-level” type information. The



LLVM infrastructure has been successfully applied in academia and in the indus-
try, with countless programming languages implemented on it due to its maturity
and ability to emit optimized code for many target architectures [LLVM 2022].
Although earlier versions of LLVM were quite minimalistic, with only 31 opcodes
[Lattner and Adve 2004], it has been in a constant state of change and expansion:
the current version (LLVM 13) of the IL reference documentation [LLVM 2022]
can fill over 300 printed pages. This instability and constantly increasing com-
plexity has led some groups to create similar IRs, isolated on purpose from the
main LLVM infrastructure. Examples include Khronos’ SPIR-V [Khronos 2020],
which can be described as a fork of LLVM IR specialized for parallel computation
and graphics processing, and Cranelift, which has been considered as a faster (in
terms of compile time) alternative to LLVM for debug builds [Larabel 2020].

e The Join Calculus Abstract Machine. [Calvert 2015] proposes using the
join calculus as the foundation for a parallel abstract machine and LLVM-
like linear compiler IR. He argues that the resulting design could be used
as a universal IR, especially since, among other members of the process cal-
culi family, the join calculus seems to be particularly suitable for the effi-
cient implementation of programming languages [Le Fessant and Maranget 1998,
Fournet and Gonthier 2000].

* Heterogeneous System Architecture (HSA) IL. HSA IL is described as a low-
level virtual instruction set for the architectures supported by the HSA Foundation
[HSA 2018]. According to [Chow 2013], although the register-based IL’s exten-
sive specification could be a step forward in what concerns universal IRs, the
complexity of the HSA programming model makes it unlikely that compilers will
use it as anything other than a target for HSA-compatible devices. For instance,
a limited number of registers [HSA 2018] implies that most, if not all, program
transformations may need to invoke a register allocator.

4. Tree-structured Representations

Trees are some of the most common compiler data structures. Although mainly utilized to
represent the syntactic structure of high-level languages, tree-based IRs are also used for
macro expansion, type checking and some program transformations [Aho et al. 2006]. A
simple high-level program represented as an AST has been shown in Figure 2.

4.1. Generic Tree Encodings

Trees are generally considered language-dependent compiler IRs, since each node
in the tree normally corresponds to a specific programming language construct
[Aho et al. 2006]. Still, a few works propose language-independent tree-structured ILs:

¢ Architecture Neutral Distribution Format (ANDF). ANDF has been described
as an “architecture- and language-neutral distribution format resembling a com-
piler intermediate language”, aiming to succeed where UNCOL proposals had
previously failed [Macrakis 1993b]. ANDF was essentially a compact binary for-
mat used to encode program trees in a standard manner. Defined by the Open
Software Foundation, the system took a very pragmatic position on the problem
of portability: “ANDF is not a tool for making non-portable software into portable



software [an unsolvable problem], but a tool for distributing portable software”
[Macrakis 1993b]. The major mechanism used to achieve practical language and
machine independence was a macro system reminiscent of Lisp’s syntax macros.
In ANDF, static conditional branches, identifier references, constant literals, type
layout and even other macros could be identified and stored separately from the
main program. This allowed the system to retain portability and preserve the po-
tential for both language- and machine-specific optimizations, since such delayed
definitions could be “linked in”” and expanded only when appropriate, up until the
moment the program was loaded [Macrakis 1993c]. ANDF was only ever imple-
mented in UNIX systems, and for the C programming language [Macrakis 1993a].
The implementation, documented as TenDRA, was later released as an open-
source compiler framework [TenDRA 2022]. Stavros Macrakis (personal com-
munication, 2021) suggests ANDF was not widely adopted mainly because of:
(a) lack of interest from UNIX vendors; and (b) the compiler construction prob-
lem becoming less relevant as the computer market was dominated by specific
(software and hardware) systems.

* Semantic Dictionary Encoding. Proposed by [Franz 1994], “semantic dictionar-
ies” can encode general ASTs in a compact tabular form. It was used as Oberon’s
module interchange format, also known as “slim binaries”. It achieved porta-
bility by distributing high-level source programs, while the “fat binary” alterna-
tive was to package multiple machine-specific objects in the same executable file
[Franz and Kistler 1997].

* The ROSE compiler. ROSE is an open compiler infrastructure for the develop-
ment of program analysis tools and source-to-source transformations. Given its
goals, a generic tree-based IR is a natural fit. The framework has been used to
develop tools and research projects for C, C++, Fortran, Java, Python and PHP,
among others [LLNL 2022].

4.2. Programming Languages as Compiler ILs

Some high-level programming languages have been used as compiler ILs. Instead of gen-
erating machine code (or VM bytecode) directly, compilers can emit a program encoded
in another high-level language and then call one of its existing back ends (or use an exist-
ing VM implementation). Typically, this is done to avoid re-implementing architecture-
specific transformations and code generation [Oliva et al. 1997], but also provides a way
to reuse developer tools (debuggers, for instance) in a newly-created programming lan-
guage. This approach is hereby grouped with other tree-structured IRs, since trees are the
standard computer-oriented representation of high-level languages.

Although not the only programming language to have been repurposed as a com-
piler target, C is the most notorious. It has been used in countless implementations of other
high-level languages, including C++, Ada, Cedar, Eiffel, Modula-3, Pascal, Standard ML
[Macrakis 1993b], Scheme and Haskell [Oliva et al. 1997]. Alan Kay even considers C
to have become a “de facto UNCOL” [Feldman 2004], since the standard is portable and
compilers are available on most platforms. Another programming language being tar-
geted by various compilers is JavaScript. According to [Haas et al. 2017], this is mainly
due to “historical accident”, since JavaScript was (until the very recent advent of We-



bAssembly) the only computer language with standardized support in the Web platform.
Figure 5 illustrates the use of C and JavaScript as compiler targets.
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Figure 5: JavaScript’s monopoly and C’s ubiquity.

High-level programming languages are designed to be written and understood by
humans. This leads to a set of design decisions which make them undesirable as com-
piler IRs [Chow 2013]: text encodings are far less compact — and also much harder to
parse and transform — than binary formats [Haas et al. 2017]; some high-level languages
simply lack the mechanisms to perform lower-level operations needed by other languages
(JavaScript, for example, does not have integers); and the semantics of a “target” pro-
gramming language are more often than not incompatible with those of other “source”
programming languages. This last point has been noted as the main reason not to use C
as a compiler IL.

[Oliva et al. 1997] argue that C is not suitable to represent functional languages,
mainly because C compilers do not ensure Tail Call Optimization (TCO), lack informa-
tion needed for precise garbage collection and cannot encode — neither discover by them-
selves — some of the program properties guaranteed by functional languages (such as
data immutability or pointer aliasing restrictions) which would otherwise enable more
optimizations during code generation. Furthermore, [Macrakis 1993b] considers C to



be under-specified: aspects which would be relevant to an optimizing compiler, such
as supported integer ranges or the behavior of out-of-bounds array accesses, are either
implementation-defined or not defined at all. Of course, Turing-completeness means
that none of this prevents a transpiler from generating portable C programs which em-
ulate the abstract machine exposed by other languages. This, however, would introduce
unacceptable performance degradation when the models of computation do not match
[Haddon and Waite 1978]. According to [Macrakis 1993b], emulating another high-level
language requires C generators to commit to a concrete implementation of every single
construct in the source language; whichever strategy is chosen will almost certainly not
be appropriate for all target architectures and cannot be adapted by the C compiler being
used as a back end, since it knows nothing about the higher-level source language.

In this category of compiler ILs, a final candidate is Lisp: according to
[Steele 1976], “a carefully chosen small dialect of LISP would be a good UNCOL, that
is, a good intermediate compilation language”. [Steele 1978] implemented this idea in
his Scheme compiler, Rabbit, a seminal work presenting the first use of Continuation-
Passing Style (CPS) in a compiler. CPS is a representation in which control points are
explicitly named, manipulated and invoked [Steele 1976]. Steele’s proposal relies on
Scheme’s guaranteed TCO and its strong proximity to the lexical-scoped applicative-order
A-calculus. These qualities, combined with Lisp macros and an imperative assignment op-
erator, allow for a straightforward implementation of most programming language con-
structs; thus, Scheme was its own IL [Steele 1976].

The Rabbit compiler operated through source-to-source transformations, lower-
ing high-level functional Scheme code into an imperative-style CPS IL, which happened
to be a subset of Scheme itself. Further research on the topic of compiling with con-
tinuations adopted the same source-to-source explanation of CPS [Flanagan et al. 1993,
Kennedy 2007, Maurer et al. 2017]. Although Steele’s work was primarily research-
oriented, [Adams et al. 1986] used its design as a base for their optimizing Scheme com-
piler, Orbit. This later work proved that CPS transformations could be an effective tool in
optimizing compilers, since Orbit was used to produce code competitive with C, Pascal,
Modula-3 and Lisp systems of the time [Adams et al. 1986].

At last, it should be noted that Lisp’s syntax appears to be more suitable for a
compiler IL than that of most other programming languages, since it trivially maps to
ASTs!. Regardless, [Macrakis 1993b] points out that Scheme as a compiler IL shares
some flaws with other high-level language options, notably due to Lisp systems’ reliance
on garbage collection and lack of concrete data definition facilities.

4.3. Algebraic ILs

Another class of representations whose use in compilers has been proposed consists of
“algebraic” ILs. These are formal languages from the lineage of term rewriting sys-
tems (e.g., mathematical logic), which have become foundational for programming lan-
guage and type theory [Pierce 2002]. While there have been operational machine-like
approaches (such as the SECD machine, mentioned in section 3) to defining these models
of computation, the usual method is more syntax-directed, with ASTs used to express pro-

'In fact, the infamous S-expression notation, which ended up becoming Lisp’s standard programming
syntax, was originally a computer-oriented (i.e., not human-oriented) representation [McCarthy 1978].



grams, as well as their execution [Harper 2016]. Manipulating code through an algebraic
representation has the advantage of enabling the application of well-known mathematical
proof methods to programming languages [Pierce 2002]. The A-calculus is one such al-
gebraic language; its syntax is displayed in Figure 6. It could also be considered a family
of languages (or calculi), due to its many variants and extensions [Pierce 2002].

M, N == terms P Q= processes
x variable 0 null process

Ax. M abstraction vx.P new local channel x

M N application x(y).P receive message y on x
z(y).P send message y on x

T.P silent action

P | Q parallel composition

P+ Q choice operator

'P replication

Figure 6: The \-calculus (left) and the w-calculus (right).

[Milner 1993] has claimed that, although \-functions are “an essential ingredient”
of sequential program semantics, handling concurrency requires a different framework.
Albeit notoriously hard for humans to reason about, concurrent programs are an impor-
tant part of modern computing [Peschanski 2011]. This had already been predicted in the
1950s, as mentioned by [Strong et al. 1958]: “everyone looks with dread at the possible
computers of the next decade, which will be simultaneously executing multiple asyn-
chronous stored programs”.

The need for mechanisms to formally reason about concurrent processes has fos-
tered the family of process algebras (or, process calculi), notably including Milner’s 7-
calculus (also shown in Figure 6) and its many variations [Palamidessi 1997]. According
to [Fournet and Gonthier 2000], calling these formal systems calculi implies in the pos-
sibility of using them for equational reasoning (i.e., to calculate). This requires a notion
of “equality”, an operational equivalence relation between programs, and many such re-
lations have been proposed for process calculi [Fournet and Gonthier 2000]. These are
particularly interesting to compiler writers, who must ensure that transformations and
optimizations preserve program equivalences.

Algebraic ILs are usually associated with compilers of functional programming
languages, possibly due to their strong relation with the A-calculus. Examples include:

» m-threads. [Peschanski 2011] proposes a variation of the m-calculus as a parallel
abstract machine model and compiler IL. He provides some safety proof outlines
in the resulting model, but no benchmarks are shown.

* Haskell Core. Haskell’s main IL, Core, is based on System Fw, a typed variant of
the A-calculus [Downen et al. 2016]. The compiler maintains this functional IL in
Administrative Normal Form (ANF), an alternative to CPS which admits many of
the same transformations [Maurer et al. 2017].

* Sequent Core. Under the Curry-Howard correspondence, the classic A-calculus is
equivalent to Gentzen’s natural deduction logic [Wadler 2015]. However, natural



deduction was defined along with another reduction system, the sequent calculus
[Gentzen 1964]. [Downen et al. 2016] describe Sequent Core as an experimental
Haskell IL based on sequent calculi. The result comes closer to CPS form than to
Core’s traditional ANF, enabling more optimizations [Downen et al. 2016].

5. Graph-based Representations

Directed graphs (or, just graphs) are one of the most pervasive structures in Discrete
Mathematics and Computer Science. A graph can be defined as a pair (N, F), where
N is a set of nodes (or, vertices) and £ C (N x N) a set of edges (alternatively, arcs),
consisting in ordered pairs of nodes. A path in a graph is any sequence of nodes [vy, ..., v,]
such that every consecutive pair (v;, v;41) is an edge in £. When all paths beginning at
node vy and eventually reaching node v,, pass through an intermediate node vy, it is said
that v; dominates v,, with respect to vy. Furthermore, any two nodes (a, b) are said to be
strongly connected if there is a path (however long) from a to b; when such a path can
only be formed by adding reverse edges to the graph (that is, adding edges (v, u) for any
subset of (u, v) already present in F), a and b are said to be weakly connected; otherwise
they are disconnected. By extension, an entire graph can be called strongly (or weakly)
connected when all of its nodes are strongly (resp. weakly) connected to all other nodes
in the graph. A Strongly Connected Component (SSC) in a graph G = (N, E) is any
subgraph G’ = (N’ C N, E’ C F) which is itself a strongly connected graph. Finally,
if a directed graph contains at least one node strongly connected to itself through a non-
trivial (i.e., non-empty) path, the graph is said to be cyclic, as this implies the existence
of a path starting at that node and eventually circling back to it; otherwise, it can be
called a Directed Acyclic Graph (DAG). [Offner 2013] details the applications of graphs
in optimizing compilers.

Graphs are very general mathematical structures: nodes in a graph may be associ-
ated to objects of any kind, and edges can be used to represent arbitrary relations between
such objects. In the context of compilers, graphs have been used to represent various rela-
tions between parts of programs, such as “flows to” (control flows from a subroutine to the
next), “depends on” (an instruction’s result depends on its arguments), “calls” (e.g., pro-
cedure foo may call procedure bar), “happens before” (one memory operation happens
before the other), etc [Stanier and Watson 2013, Shivers 1988, Adve and Boehm 2010].
Each distinct set of relations being expressed gives rise to a different graph-based IR.

5.1. Control Flow Graphs

Control Flow Graphs (CFGs) are classic IRs used in optimizing compilers to partition
procedures into nodes and express control flow between them [Aho et al. 2006]. Nodes
in a CFG are “basic blocks”, which, according to [Aho et al. 2006], consist in linear in-
struction sequences with a single entry and no exit points until the very last instruction.
Then, graph edges are used to link basic blocks to every other node the program could
branch off to by the end of that instruction sequence. This leads to the classification of
compiler optimizations as either local (to a basic block) or global (but still within the same
procedure) [Aho et al. 2006]. Figures 7 and 8 show a C program and an equivalent CFG.



1 int f (int n)

x

3 int p = 1;

4 int ¢ = 0; INIT: _
int p, ¢, 1, t;

5 p=1;

6 for (int 1 = 0; i < n; ++1i) { e

7 int t = ¢;

8 c =p + c;

9 p = t;

10 }

11

12 return c;

Figure 7: C program with an input-
controlled loop.

Figure 8: A CFG for Figure 7.

As exemplified in Figure 8, cyclic CFGs can represent the branching behavior
of programs with loops. However, not all loops are created equal. Computer lan-
guages with goto or equivalent constructs may be used to write programs displaying
irreducible control flow [Stanier and Watson 2012]. Irreducible programs can be iden-
tified as such when (a) their CFG contains a cycle and (b) there is no node in the
cycle which dominates all others (in the cycle, with respect to the procedure’s entry
point). More informally, irreducible control flow is caused by “jumping inside a loop”
[Unger and Mueller 2002]. However, even in programming languages without goto, this
property may “naturally” arise as a result of program transformations and compiler opti-
mizations [Stanier and Watson 2012].

Irreducibility is often considered a problem because many compiler algo-
rithms either do not work or have different asymptotic complexity in its presence
[Stanier and Watson 2012]. For this reason, some IRs (e.g., WebAssembly) make ir-
reducible control flow impossible to represent. Therefore, compilers which lower op-
timized programs into an IR (or programming language, in JavaScript’s case) which
cannot represent irreducible control flow have to implement non-trivial workarounds
[Unger and Mueller 2002]. Although standard techniques to do so exist in the compiler
literature [Aho et al. 2006], they either cause an exponential size blowup at the IR level
[Carter et al. 2003] or require complex analyses to modify the program, adding guard
predicates and state variables [Zakai 2011, Bahmann et al. 2015]. Lastly, although irre-
ducible flow can be detected and eliminated within individual procedures, doing so across
function calls is not possible in general [Shivers 1988].

5.2. Data Flow Graphs

CFGs are chiefly concerned with control flow, the “shape” of a program. They
do not directly represent data flow information, especially not across basic blocks.



Hence, Data Flow Graphs (DFGs) are the traditional approach to representing rela-
tions between definitions and uses of program values — also known as “def-use” chains
[Stanier and Watson 2013]. Figure 9 shows a DFG derived from Figure 7.

Figure 9: Acyclic DFG for the looping program of Figure 7.

Since data dependencies are generally expected (and sometimes required) to be
acyclic, so are DFGs. In most computer languages, this raises the problem of having to
express many different values associated with the same variable name. For instance, im-
perative assignments suchas ¢ = p + c (as seen in Figure 7, line 8) would apparently
require a cyclic DFG, since data stored in a variable may depend on its own previous def-
inition. Fortunately, there are techniques (e.g., SSA form) which can be used to “break”
apparent data flow cycles.

Most programs cannot be represented by a DFG alone. This becomes clear when
comparing Figure 9 with the original program: the illustrated DFG cannot represent the
relation between the conditional form (indicated by the node labeled as “i£f”) and its
mutually-exclusive branches (one which returns from the function and the other which
continues its internal computation), nor does it clearly indicate that nodes p, ¢, 1 cor-
respond to inputs of the 1 ocop node (whose body is outlined within Figure 9 for the sake
of clarity). Therefore, the DFG does not substitute the CFG, but rather enriches it with
information that is useful for many analyses and transformations [Aho et al. 2006].

5.3. Hybrid Dependence Graphs

Unfortunately, having both a CFG and a DFG forces compilers to keep the separate struc-
tures consistent with each other across program transformations, which can be costly
[Stanier and Watson 2013]. Given the importance of def-use — and its converse, “use-def™
—information for compiler optimizations, this has motivated the creation of alternative IRs



and techniques to combine control and data flow information in a single IR. One such ap-
proach is what [Lawrence 2007] refers to as an “SSA CFG”, that is, a CFG which respects
SSA form in the contents of its basic blocks. According to [Stanier and Watson 2013],
maintaining IRs in SSA form has become standard practice in modern compilers.

Static Single Assignment (SSA) is a technique invented by [Rosen et al. 1988] to
enable the efficient representation of use-def and def-use relations. It should be noted that
SSA, by itself, is not an IR, but a program property. Therefore, it can be achieved in any
representation, including linear 3ACs, graphs-based IRs and even high-level program-
ming languages [Stanier and Watson 2013]. For example, Figure 10 displays the same
program from Figures 7 and 8, now encoded in LLVM IR (left) and as a Scheme program
(right). These programs are equivalent and respect SSA form, as explained below.

define i32 @Qf (i32 %n) { (define (f n ret)

(define (loop p c i)
(define (BODY)
(let ((p2 c)

br label %TEST

N N - " N U U I R

$pl = phi i32 [1, %INIT], [%cl, $%BODY] (c2 (+ p <))
%$cl = phi i32 [0, $%INIT], [%c2, %BODY] (12 (+ 1 1)))
%11 = phi i32 [0, %INIT], [%i2, %BODY] (loop p2 c2 12)))
%$b0 = icmp slt i32 %il, %n
br il %b0, label %BODY, label $%END 10 (define (END)
11 (ret c))
12
%$c2 = add i32 %pl, %cl 13 (begin ; TEST
%12 = add i32 %il, 1 14 (if (< i n)
br label %TEST 15 (BODY)
16 (END) ) ))
17
ret i32 %cl 18 (begin ; INIT
19 } 19 (loop 1 0 0)))

Figure 10: Imperative ¢s versus functional blocks.

As the acronym suggests, a program in SSA form assigns all of its “variables”
precisely once, creating a local mapping from names to program values. Furthermore,
no variable may be used without being defined first (in a CFG, this can be rephrased as
“every basic block which uses a value is dominated by the basic block which defines it”).
These properties make it trivial to find the definition of a value when, later in the program,
it is being used in some operation [Lattner 2002].

In order to handle different mutable assignments to the same variable, SSA uses
a special ¢ operator. ¢ nodes (when represented in a graph-based IR) or ¢ functions (in
a register-based IR) use control flow information to resolve the correct value of variables
within their basic blocks [Stanier and Watson 2013]. Intuitively, ¢ nodes extend basic
blocks with formal arguments, much like parameters in a procedure. In fact, some com-
pilers (e.g., MLIR) achieve SSA form through such “extended basic blocks”, instead of
the equivalent ¢ nodes [Lattner et al. 2021]. Figure 10 (left) displays LLVM syntax for ¢
functions: each operand to a phi pairs a value and a block label, and its result depends
on which block preceded the current one during program execution.



Programs expressed in a “purely functional” manner — with no mutable variable
assignments — are in SSA form by definition. This similarity has been observed by
[Kelsey 1995], who proved that SSA corresponds to a restricted version of CPS by de-
scribing conversion methods between both representations. [Appel 1998] states that SSA
is functional programming, rediscovered by developers of imperative language compilers.
To illustrate this point, Figure 10 displays two equivalent SSA-form programs; while the
LLVM versions requires ¢ instructions, the Scheme one uses pure functions as extended
basic blocks — notice that it displays the same number of “block arguments” (three) as
there are phi instructions in the LLVM IR program. This Scheme program was manu-
ally produced as an intermediate step when building the acyclic DFG shown in Figure 9.
Basing the DFG on the LLVM version instead would have resulted in an equivalent, yet
cyclic, graph, with a ¢ node at every cycle, clearly marking a “temporal dependency”,
that is, the influence of control information in the data flow graph.

Maintaining SSA form within a CFG is not the only way to combine control and
data flow information in a single IR. Within this group of hybrid graph-based IRs, it is also
possible to identify a chronological succession of so-called “dependence graph” designs,
each one aiming to improve upon its predecessors:

e The Program Dependence Graph (PDG) - Originally developed by
[Ferrante et al. 1987], the PDG is a directed multigraph? combining a CFG and
a data dependency graph. The latter differs from a data flow graph because edges
follow the use-def direction, instead of def-use. The PDG is a useful representa-
tion for many compiler optimizations [Lawrence 2007, Stanier and Watson 2013].
However, maintaining its invariants across program transformations has a high
cost in comparison to the alternatives, and it complicates other analyses due to
aliasing and side-effect problems [Johnson 2004]. [Stanier and Watson 2013] note
that they were not aware of any compiler primarily using the PDG, despite it being
the most cited IR in their survey. A more detailed critique of the PDG is provided
in the work of [Johnson 2004].

* The Program Dependence Web (PDW) — [Ottenstein et al. 1990] designed the
PDW by augmenting the PDG with “gated SSA form”, which (unlike classic SSA)
is a representation that admits direct program interpretation. Unfortunately, the
PDW puts an even higher burden on compilers, since its construction requires
five passes over the PDG and it cannot directly represent irreducible control flow
[Johnson 2004, Stanier and Watson 2013, Reissmann et al. 2020].

* The Value Dependence Graph (VDG) — According to [Weise et al. 1994], “de-
pendence graph” IRs can be viewed as different approaches to removing the limi-
tations of a CFG. They propose the VDG as a next step in this direction, aiming to
represent programs only with dependency information and a few special operators.
The IR was deemed unsuitable for non-experimental use because it may fail to
preserve program termination behavior [Johnson 2004, Stanier and Watson 2013,
Reissmann et al. 2020].

* The Value State Dependence Graph (VSDG) — In order to address the VDG’s

*Multigraphs extend graphs with the ability to identify multiple different edges with the same nodes
at their extremities. This is particularly useful for dependency graph IRs, which may attribute different
meanings to two edges leaving a certain node, even if both connect to a common node on the other side.



termination problem, [Johnson 2004] augmented it with state dependency edges.
The resulting IR is similar to the PDG in the sense that it combines control and
data flow information in a single graph, but without the ordering restrictions of a
CFG. Like the VDG, the VSDG is implicitly in SSA form, which eliminates cer-
tain problems found in the PDG [Johnson 2004]. According to [Lawrence 2007],
while SSA CFGs correspond to functional programs under an eager evaluation
strategy, VSDGs correspond to functional programs under a /azy evaluation strat-
egy. While this aids some optimizations, it makes it hard to efficiently pre-
serve the semantics of effectful computations, which are not functional in nature
[Reissmann et al. 2020]. Figure 11 displays a VSDG.

* The Regionalized Value State Dependence Graph (RVSDG) -
[Lawrence 2007] argues that the VSDG’s problem when representing ef-
fectful computations can be solved by augmenting it with the concept of graph
“regions”. The RVSDG is a multigraph with a hierarchical structure; some of
its nodes introduce regions, and regions can contain entire subgraphs. This also
leads to an IR which can capture more abstract notions directly in its structure.
For example, ¢ nodes in an RVSDG explicitly indicate that the subgraph within
their region constitutes the body of a loop [Reissmann et al. 2020]. Meanwhile,
detecting the same loop in a CFG would require a graph traversal. Another key
aspect of the RVSDG is that it provides interprocedural constructs in the IR itself:
it can “represent a program as a unified data structure where a def-use dependency
of one function on another is modeled the same way as the def-use dependency
of scalar quantities” [Reissmann et al. 2020]. Despite having been initially
described by [Lawrence 2007], it seems that the RVSDG was not implemented
and empirically evaluated until the work of [Reissmann et al. 2020] on the jlm
compiler. Figure 12 illustrates an example RVSDG, which is equivalent to the
program previously shown in Figures 7-11.
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Figure 11: VSDG equivalent to Fig- Figure 12: An RVSDG, equivalent
ures 7-10. to Figure 11.



Separate from the *-DG line of research (from PDG to RVSDQG) is Click’s IR
[Click and Paleczny 1995]. According to [Johnson 2004], it can be seen as a variation of
the PDG which combines a control subgraph and a data subgraph, connecting them at
PHI nodes (which use control information to resolve data flow) or IF nodes (which use
program values to define control flow). Unlike the PDG, it is always in SSA form. Click’s
IR is also known as “the sea of nodes” [Click 1995], since it maps each operation to a
node without putting it in any specific “place” in the graph; nodes are “floating around”,
ordered only by their dependency relations (the same could also be said of the DFG and
the VSDQG). This is in contrast to the CFG, which enforces a total order of instructions
within basic blocks.

In order to model effectful computations, Click’s IR treats memory as a special
kind of value which is produced by load and store operations [Click and Paleczny 1995].
It also defines its own notion of a “region”, which allows it to represent the same control
flow information that could be found in a CFG [Click and Paleczny 1995]. Unlike in the
RVSDG, however, regions in Click’s IR correspond to simple nodes (albeit with addi-
tional edges linking them to the aforementioned PHI nodes); this avoids the additional
structural restrictions of an RVSDG, which requires all of its regions to nest hierarchically
and hence cannot represent irreducible control without performing restructuring transfor-
mations [ Bahmann et al. 2015].

—> Control flow :
5 i START

Data flow

| e = == selector

STOP

Figure 13: Click’s sea of nodes.

Click’s sea of nodes is an SSA graph which can be built and optimized while
a program is being parsed [Click 1995]. This makes it particularly desirable in JIT
compilers such as the Java HotSpot Server Compiler [Paleczny et al. 2001] and libFirm
[Braun et al. 2011], which use adaptations of Click’s IR. [Braun et al. 2011] explain how



the sea of nodes design leads to “implicit” and “inherent” transformations; in other words,
the mere act of representing a program in the IR can lead to optimizations such as Copy
Propagation, Dead Code Elimination and Common Subexpression Elimination. Figure 13
shows the previously discussed C program represented in Click’s IR.

An idea similar to the sea of nodes can be found in Thorin, an IR which aims to
effectively represent and optimize both imperative and functional programs, exploiting
the correspondence between SSA and CPS to model control flow in an uniform manner
[LeiBa et al. 2015]. Unlike other functional IRs, Thorin encodes CPS in a graph instead of
the more traditional tree-based approach. According to [Leif3a et al. 2015], this avoids the
compile-time and implementation overhead of resolving name conflicts during program
transformations. In fact, the sea-of-nodes-like design completely eliminates the need to
explicitly encode names and scope nesting; the former are substituted by use-def edges in
the SSA graph, and the latter can be found by analyzing the sets of nodes linked by these
edges [LeiBa et al. 2015].

The influence of Click’s IR is also noted in MLIR [Lattner et al. 2021], a frame-
work designed for the construction of domain-specific compilers. MLIR can be viewed
as an extremely extensible SSA-form IR, designed to represent and optimize programs at
multiple levels of abstraction. It has a generic textual encoding, but can be grouped with
other graph-based IRs due to its ability to assign custom semantics to “regions” of basic
blocks — the most common one being the semantics of an SSA CFG [Lattner et al. 2021].

6. Conclusion

This work is motivated by indications of an upcoming boom in the diversity of hardware
architectures [Hennessy and Patterson 2019] and programming languages [Lattner 2021].
Its main contribution is a survey on portable compiler IRs, which are increasingly impor-
tant aspects of modern compilers. Unlike related works, this one covers functional and
algebraic IRs, while describing techniques used in both modern and old compilers to in-
crease the efficiency and the portability of program encodings.

Through an extensive literature review, it was possible to identify methodological
gaps related to the design and evaluation of compiler IRs: we lack IR design principles
and evaluation methods, especially in the context of a multi-language, multi-target “uni-
versal IR”. Perhaps related to these issues is the fact that most compiler IRs lack a for-
malization of their structure (including exchange formats) and interpretation (the model
of computation exposed by the IR).

We estimate that modern compiler infrastructures, including but not limited to
LLVM and MLIR, could be improved by applying more principled techniques and guide-
lines to the design of IR features and transformations. One such theoretical framework
can be found in the work of [Felleisen 1991], which presents a theory of expressiveness
that can be used to find redundancies in programming language constructs. Applying this
to compiler IRs would be an innovative experiment by itself.

In summary, future work possibilities include developing better evaluation meth-
ods for compiler IRs, from both empiric and theoretical points of view.
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