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ABSTRACT

Precision Glass Molding is an important technique to be used in the production of opti-
cal components, such as glass lenses. Along with that, since it is a complex procedure
and it involves complex domains, a common method used to simulate the machine
parts, boundary conditions and applied forces is the Finite Element Method. A Toshiba
machine coupled with a Proportional-Integral-Derivative controller is responsible for the
execution of the molding process, in which a series of steps are performed, such as
heating, soaking, compression and cooling. The proposed work has the focus on the
heating portion and the goal of modeling the system, in order to optimize the process
parameters and obtain simulation results with even more precision. Inside the machine,
infrared lamps are responsible for heating the tools, by emitting radiation. An assump-
tion is that by accurately modelling the system, the temperature can be controlled
without the need of the lamps in the FEM simulation. The presented thesis consists
in multiple steps, such as applying control techniques, as well as system identification
methods, to find an adequate representation of the real system, simulate the model and
validate with experimental data, and perform experiments in the FEM software using
the results from the model. The predicted model performed well against experimental
data considering the desired margins of error, using the same PID parameters from the
machine, which proved that the model can describe the system.

Keywords: PID Controller. FEM Simulation. System Identification. Precision Glass
Molding.



RESUMO

A Moldagem de Vidro de Precisão é uma técnica muito importante a ser usada na
produção de componentes ópticos, como lentes de vidro. Junto com isso, um método
comum usado para simular o procedimento, as peças da máquina, as condições de
contorno e as forças aplicadas é o Método dos Elementos Finitos. Uma máquina
Toshiba acoplada a um controlador Proporcional-Integral-Derivativo é responsável pela
execução do processo de moldagem, no qual uma série de etapas é realizada, como
aquecimento, imersão, compressão e resfriamento. O trabalho proposto tem como
foco a etapa de aquecimento e o objetivo de modelar o sistema, a fim de otimizar os
parâmetros do processo e obter resultados de simulação com ainda mais precisão.
No interior da máquina, lâmpadas infravermelhas são responsáveis pelo aquecimento
das ferramentas, emitindo radiação. Uma suposição é que, ao modelar o sistema
com precisão, a temperatura pode ser controlada sem a necessidade das lâmpadas.
O trabalho apresentado consiste em várias etapas, como a aplicação de técnicas
de controle, bem como métodos de identificação de sistema, para encontrar uma
representação adequada do sistema real, simular o modelo e validá-lo com dados
experimentais e realizar experimentos no software de FEM usando os resultados do
modelo. O modelo obtido teve um bom desempenho em comparação com os dados
experimentais, usando os mesmos parâmetros do PID da máquina, o que provou que
o modelo pode descrever o sistema com precisão.

Palavras-chave: Controlador PID. Simulação FEM. Identificação de Sistema. Modela-
gem de Precisão de Vidro.
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1 INTRODUCTION

The production of optical glass lenses consists of using machining processes,
such as grinding, polishing and lapping, which can have a high cost and time consump-
tion, especially when the lenses have complex features. Therefore, Precision Glass
Molding (PGM) has been developed to achieve a more efficient way of manufacturing
these complex optical components (ZHANG, L.; LIU, W., 2017).

Digital cameras, phone cameras as well as CD and DVD players are some of
the applications for aspherical optical elements. Since they can be produced quickly
and cheaply on a wide scale, polymer-based lenses are used in the majority of these
applications, but because glass has better optical features than polymers, precision
glass optics are in higher demand (IQBAL, 2009).

Even though glass molding has many advantages in comparison with a tra-
ditional machining process, some difficulties may be encountered in case some de-
tails are not taken into consideration. The process needs to be performed above the
glass transition temperature, where the material has an unstable non-equilibrium struc-
ture. Besides that, PGM method is susceptible to the molding temperature, since the
glass viscosity can vary within a constrained range of permissible temperature variation
(ZHANG, L.; LIU, W., 2017).

Glass molding is a practical method for creating complex-shaped, precise micro
structured optical devices with excellent production efficiency. Modelling the heat trans-
fer and high-temperature deformation behavior of glass is a crucial subject because
glass deforms at high temperatures, where the mechanical and optical properties are
substantially temperature dependent (YAN et al., 2009).

Overall the process, shown in Figure 1, consists first in loading a preform glass
with a selected shape in the machine, followed by heating, soaking, molding, cooling,
demolding and once again cooling (ZHANG, L.; LIU, W., 2017). During the heating
stage, infrared lamps are responsible for emitting radiation into the system, raising the
temperature in the machine to a determined value.

Figure 1 – A simplified PGM process.

Source: Zhang (2017, p. 6)
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To control the temperature to a desired value with a established margin of error,
a Proportional-Integral-Derivative (PID) controller is used based on the input process
parameters. In the machine, the tools temperature can be controlled based on the lamp
power, but in the Finite Element Method (FEM) simulation it is not possible to use power
as an input to the existing model, which results in an inaccurate performance.

Currently it is not possible to know the exact temperature of the infrared lamps
in the heating step of the PGM process, only the power values are measurable, but it is
not possible to use power as a boundary condition in the FEM simulation. In addition to
that, a change in the temperature values in the machine can cause a change in the PID
parameters, and tuning the controller consumes a lot of time, since it takes around half
an hour for the machine to run an experiment. Therefore, a correlation between lamp
power and tool temperature as well as modelling a system to simulate and control the
tool temperature is necessary in order to solve these problems.

1.1 OBJECTIVES

In order to solve the mentioned problems, the following objectives are proposed.

1.1.1 General Objective

The general objective of the present work is to identify a correlation between
lamp power and tools’ temperatures in the heating step and to analytically model a PID
to control the temperature of the infrared lamps, based on the input process parameters
and output power data from the experiments.

1.1.2 Specific Objectives

• Build the already existing digital twin for the PGM process;

• Identify the correlation between lamp power and tool temperature;

• Model a PID to control the tool temperature, based on the input process parame-
ters and experimental power data;

• Validate the model by comparing with experimental results.

1.2 THE RESEARCH INSTITUTE

This work was produced in the Fraunhofer Institute for Production Technology
(IPT), located in the Rheinisch-Westfälische Technische Hochschule Campus, in the
city of Aachen, North Rhine-Westphalia, Germany. The institute, founded in 1980 by
Wildfried König, is an institution from Fraunhofer-Gesellschaft and promotes applied
research.
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The institute has a focus on process technology, production quality and metrol-
ogy, production machines and technology management, developing systems solutions
for manufacturing companies. The basis of the institute also consists in developing and
optimizing methods, technologies and processes for production (IPT, 2022b).

The department of Fine Machining and Optics is responsible for the production
and machining of precision components, researching and developing technologies,
such as automated fine machining, diamond cutting and ultra-precision grinding. Some
other technologies includes polishing, micro- and nanastructuring and molding of high-
precision glass optics (IPT, 2022a).

1.3 OUTLINE

The present report describes the state of the art (Chapter 2), the methodology
(Chapter 3), the results (Chapter 4), the conclusion (Chapter 5), and the summary.



16

2 STATE OF THE ART

This section describes the background knowledge necessary for the present
work.

2.1 PRECISION GLASS MOLDING

PGM is a replicative technology that enables the creation of highly precise optical
components from glass without the need for grinding or polishing. Also known as ultra-
precision glass pressing, the process has a wide range of applications, including those
for automotive and digital cameras. The first one accounted in 2018 for approximately
60% of the market, and it will continue to be the primary application in the upcoming
years (24CHEMICALRESEARCH, 2019).

The process is a practical fabrication technique for complex-surfaced optics at
high temperatures under isothermal circumstances. However, in actual molding, it is
difficult to establish a consistent temperature distribution for molds and glass preforms
due to flaws in mold design and rigid temperature control of the molding process
(ZHANG, Y.; LIANG; MILSTER, 2021).

By first heating the glass raw material to a temperature above its transition
temperature and then pressing it between optically polished molds to make a lens,
PGM is a hot forming method. After molding, a controlled cooling process is used with
a preset holding force to eliminate any remaining strains and thermal shrinkage brought
on by a drop in temperature (DAMBON et al., 2009).

In more details, the steps can be divided in five cycles, as shown in Figure 2,
which are:

1. Heating step: The first step is to position the glass preform into the molds. In order
to remove oxygen from the machine and avoid oxidation, vacuum or nitrogen
purging is used. Sequentially, the temperature is elevated until it exceeds only
by a small amount the glass transition temperature of the glass material (IQBAL,
2009);

2. Soaking step: To maintain uniform material characteristics and the same tempera-
ture across the entire glass surface, in this step the temperature in the machine is
hold at a constant value. This process gives enough time for the glass to become
more visco-elastic, which allows it to be shaped and molded as desired (IQBAL,
2009);

3. Compression step: Using the same temperature as the previous cycle, the com-
pression step consists in applying a constant force to each half of the molds,
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Figure 2 – PGM steps.

Source: Zhang (2017, p. 5)

compressing the glass gob in order to shape it accordingly to the upper and lower
molds (IQBAL, 2009);

4. Slow cooling step: Also known as annealing, this step is responsible for avoiding
internal stresses during the process. This cycle is important because it can prevent
any distortion or cracking, due to a gradient in the temperature or a mechanical
shock, resulting in a bad quality in imaging in the final lens. In order to increase
the heat transfer by convection, nitrogen gas is used during this process (IQBAL,
2009);

5. Fast cooling step: After heating and slowly cooling the lens, cooling in a higher
drop rate is executed to bring the mold and the lens to a safe temperature, which
means, a temperature where they can be removed from the machine safely. To
achieve this effective cooling, the chamber is filled with nitrogen at a high flow
rate, while the heating components are deactivated (IQBAL, 2009).

2.2 FINITE ELEMENT METHOD

The transformation of partial differential equations into algebraic equations, us-
ing an approximation of variables that are uncertain or not known, is what defines
FEM. Commonly used for describing physical laws with partial differential equations,
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in numerical methods to elaborate and solve algebraic equations or to do calculations
more efficiently, with the help of a computer. In industrial applications, the method is
most of the times combined with other tools for the pre-processing of the data and
also to analyze the results, such as a Computer-Aided Design (CAD) software (DHATT;
LEFRANÇOIS; TOUZOT, 2012).

Since the 1950s and 1960s, the aerospace industries have extensively devel-
oped and used FEM, which has its roots in the field of structural analysis, also fre-
quently employed by mechanical engineers, especially for the analysis of stress in
solid components. In this method, physical systems like structures, solids or fluids must
be divided into tiny sub-regions or components. Each component is a fundamentally
straightforward unit whose behavior is easily understood. Instead of applying the diffi-
cult mathematics required by many analytical solutions, the complexity of the systems
is adapted by using a vast number of elements (FENNER, 2013).

Differential equations, a key tool in the quantitative sciences, are used to describe
a variety of events. However, the vast majority of these differential equations lacks an
analytical solution, hence to address the issue a numerical solution is proposed. One
of the most common techniques employed for this purpose is the FEM. There are
three main properties that justify the popularity of it, being them the ability to handle
arbitrary shaped domains, the capacity of effortlessly handling boundary conditions
and the possibility of increasing the accuracy of the solution results, by either turning
the elements smaller or increasing the degree of the polynomial that calculates the
approximation in the element (WHITELEY, 2017).

Two important rules need to be satisfied when dividing a domain into smaller
components. The first rule is that two components with existing common boundaries
between them can have common points only on these boundaries, which can be points,
lines or surfaces. Another rule that needs to be followed is that the domain cannot
have any empty space between the components, which means that the collection of
elements must create a domain that closely resembles the original domain (DHATT;
LEFRANÇOIS; TOUZOT, 2012).

2.3 HEAT TRANSFER

As stated by Levenspiel (2014), in general, there are three different ways that
heat can move from one place to another: conduction, convection and radiation.

2.3.1 Conduction

The heat transfer through direct molecular contact between the hotter and cooler
parts of a body is referred to as conduction (LEVENSPIEL, 2014). Fourier’s law, Equa-
tion (1), describes how the rate of heat transfer in steady state relies on the types of
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materials used and the temperature differences between them

q̇x = –kA
dT
dx

[
J
s

= W
]

. (1)

The temperature gradient in the x direction is represented by dT
dx

[
K
m

]
; A[m2]

denotes the area perpendicular to the direction of heat flow; k
[

W
mK

]
represents the

thermal conductivity; and q̇x [W ] is the rate of heat transfer in the horizontal direction.
The negative sign in this equation indicates that heat moves from the hotter regions to
the cooler ones, in accordance with the second law of thermodynamics (LEVENSPIEL,
2014).

In steady-state heat conduction without heat generation, the equation can be
described in any direction through an isotropic material, as shown in Equation (2)

q̇ = –kA(∆T ). (2)

2.3.2 Convection

The heat transfer occasioned by fluids in movement is known as convection.
When a fluid is moving, it may come into contact with different types of fluids or solid
surfaces, which have different temperatures. As a result, the behavior of heat convection
between flowing fluids and solid surfaces is triggered (DONG; LIU, H.; CHEN, 2021).

Considering a fluid moving through or above a surface with thickness of boundary
layer δ, illustrated by Figure 3, the heat transfer can be represented by Equation (3)
(LEVENSPIEL, 2014).

q̇ = –kA
∆T
δ

= –hA∆T , (3)

where h = k /δ is the heat transfer coefficient, in W /m2K .

2.3.3 Radiation

Electromagnetic waves are responsible for heat transfer by thermal radiation,
phenomenon that happens in vacuum or in substances that permit the transmission
of those waves. Radiation does not require a medium, in contrast to heat conduction,
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Figure 3 – Convection heat transfer.

Source: Levenspiel (2014, p. 184)

which manages the transfer via the movement of molecules, atoms or electrons and
hence requires a transfer medium (BÖCKH; WETZEL, 2012).

A "black body", which is described as a perfect emitter, since it absorbs all
incident radiation, emits energy in form of radiation with a rate given by Equation (4)

Q = AσT 4. (4)

The Stefan-Boltzmann constant, named after the physics Josef Stefan and Lud-
wig Boltzmann, is represented by the greek letter σ and has a constant value of
5.66961 × 10–8 W

m2K 4 . The variable T is the emitter absolute temperature, in Kelvin,
and A is the surface area. For other bodies that are not perfect emitters, an emissivity
factor is also included, as stated by Equation (5) (BURMEISTER, 1993)

Q = ϵAσT 4, (5)

where ϵ is the emissivity and 0 ≤ ϵ ≤ 1.

2.4 PID CONTROLLER

The most common industrial controllers are PID controllers. A control network
with a PID control module as its primary control building block can be found even in the
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most complex industrial control systems. It has been in use for a very long time and has
successfully weathered the transition from the analogue to the digital computer control
system eras of technology (JOHNSON, 2005).

This type of controller is composed of three components. The first term P stands
for Proportional, the term I stands for Integral and D means the Derivative portion. The
representation in time of the three portions of the controller is shown in Equation (6)

u(t) = Kpe(t) +
∫ t

0
Kie(t)dt + Kd

de(t)
dt

, (6)

where e(t) is the calculated error value from the feedback loop and u(t) is the control
variable. Each portion of the Equation (6) will be explained from Sections 2.4.1 to 2.4.3.
After applying Laplace transformation to obtain the transfer function of the controller,
the representation of the PID can be illustrated in Figure 4

Figure 4 – PID Controller.

Source: Author

This controller acts on the system error E(s) by the three different control actions,
each with a specific objective, and the sum of these three terms outputs the signal U(s),
as shown in Figure 4 and represented by Equation (7)

U(s)
E(s)

= Kp +
Ki
s

+ Kds. (7)
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By increasing or decreasing the Kp, Ki or Kd values, a different effect is obtained
in the control system and its response, both transient and steady state. Table 1 rep-
resents the result of the changes in each term of the controller, illustrating how some
system performance specifications changes when the PID parameters are increased

Table 1 – PID performance specifications.

Parameter Rise
Time

Overshoot Settling Time Steady
State Error

Stability

Kp ↓ ↑ Small change ↓ ↓
Ki ↓ ↑ ↑ 0 ↓
Kd Minor

change
↓ ↓ No effect ↑, if Kd is small

Source: Musa (2018).

2.4.1 Proportional term

The proportional term relates to static gain. This portion operates on the error
signal at the current time, sending a command action proportional to the error found.
The greater the determined error, the more effective will be the control action due to
this term. Besides that, this control action does not take into account past conditions of
the error signal, only what occurs at the current moment. This portion is represented by
Equation (8)

u(t) = Kpe(t). (8)

By applying the Laplace transform in Equation (8), the proportional action can
be represented as a proportional static gain Kp, as shown in Equation (9)

U(s)
E(s)

= Kp. (9)

2.4.2 Integral term

This term operates on the integral of the error signal, by acting on remaining
errors from previous periods, not yet corrected. The greater the presence of remaining
errors, the more intense its action, which is to correct persistent errors. This action is
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seen as a correction on the past history of the system error, with a focus on the steady-
state and a slow response to the current error. This portion is usually represented by
Equation (10)

u(t) =
∫ t

0
Kie(t)dt . (10)

Once again, by applying Laplace transform, the integral term can be written as Equa-
tion (11)

U(s)
E(s)

=
Ki
s

. (11)

2.4.3 Derivative term

This action operates on the derivative of the error signal, acting on the trend of
evolution of this signal. If the error presents an increasing trend, the control action is
more intense. Otherwise, if the trend is downward, the action is less intense. This is
seen as a correction to the future history of the control system’s error, since it acts on its
tendency to evolve. The focus here is on the transient response. This portion is usually
represented by Equation (12)

u(t) = Kd
de(t)

dt
. (12)

The derivative term can also be represented by the equivalent after Laplace
transformation, as shown in Equation (13)

U(s)
E(s)

= Kds. (13)

2.4.4 Anti-Windup in the Integrator

In real life control systems a nonlinearity that can often occur, among many
other ones, is the saturation, which can lead to an effect called integrator windup. This
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phenomenon happens when the integral part of the PID tries to act on the steady-
state error in this situation, causing to highly increase both the settling time and the
overshoot in the step response, since the control error stays for a large amount of time
at an opposite sign, in order to compensate the integrator and return it to the steady-
state value (BOHN; ATHERTON, 1995). Different anti-windup techniques, such as
back-calculation and clamping, were developed to deal with this effect and to guarantee
that the controller will properly work.

2.4.4.1 Clamping

This anti-windup technique makes use of a switch connected to the integral
part of the controller, in order to cancel the effect of the integration when the signal
goes higher or lower than the previous set boundary values, consequently minimizing
the windup phenomenon (JALIL et al., 2021). Figure 5 illustrates the schematic of the
controller with clamping.

Figure 5 – Clamping Anti-Windup.

Source: Adapted from Astrom and Hagglund (2006)

Two operators are responsible for turning the switch on or off. Operator A com-
pares the sign of the error e(t) with the sign of the output from the PID uPID(t). If they
have the same sign, it means that the error is increasing and it tends to increase more,
or that the error is decreasing and it tends to decrease, depending on the signs being
positive or negative. Operator B compares the actual value from the output of the con-
troller uPID(t) with the output of the clamping block, which is the input value for the plant



Chapter 2. State of the Art 25

u(t). If they have the same value, it means that the saturation point was not reached
yet. Otherwise, having different values means that the clamping is already acting on the
saturation point. Table 2 illustrates the switch action based on the operators A and B.

Table 2 – Switch action in Clamping Anti-Windup.

Operator A Operator B Switch

sign e(t) = sign uPID(t) uPID(t) ̸= u(t) Off
sign e(t) = sign uPID(t) uPID(t) = u(t) On
sign e(t) ̸= sign uPID(t) uPID(t) ̸= u(t) On
sign e(t) ̸= sign uPID(t) uPID(t) = u(t) On

Source: Adapted from Jalil et al. (2021).

2.4.4.2 Back-calculation

The integral part of the controller is recalculated when the control signal reaches
the saturation boundaries, to guarantee that its new value is within the limits. The system
measures the error signal es by comparing the differences between the actuator output
u and the controller output v , with the help of an additional feedback loop, as shown
in Figure 6. In case the actuator does not saturate, no action is needed and the signal
will be zero. On the contrary if it does reach the saturation point, the error signal is not
zero and the closed-loop feedback is interrupted, since the input will remain the same
(ÅSTRÖM; HÄGGLUND, 1995).

Figure 6 – Back-calculation Anti-Windup.

Source: Adapted from Åström and Hägglund (1995)

The inner feedback, from the back-calculation, is responsible for driving the
integrator output to a certain value, which will cause the integrator input to become zero,
as Equation (14) describes.
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e
K
Ti

+ es
1
Tt

= 0, (14)

where Tt , called tracking time constant, is the time that determines when the integral
will be reset, being 1/Tt the rate at which this happens, also known as the feedback gain
for the back-calculation. By isolating es in Equation (14) and substituting it in v = u – es,
the controller output can be described as Equation (15).

v = ulim + e
TtK
Ti

, (15)

where ulim is the saturating value of the control variable, which will always have a smaller
magnitude than v , since e and ulim have the same sign, protecting the integrator from
the windup effect (ÅSTRÖM; HÄGGLUND, 1995).

2.5 STATE-SPACE REPRESENTATION

A Linear Time-Invariant (LTI) system can be represented as shown in equations
Equation (16a) and Equation (16b)

˙x(t) = Ax(t) + Bu(t) (16a)

y(t) = Cx(t) + Du(t), (16b)

where u(t) and y(t) are respectively the input and output vectors, which contain vari-
ables used to actuate the system and measurable values, x(t) represents the state
vector expressed by Equation (17) and contains internal system variables. The vari-
ables A, B, C and D are matrices that represent the system dynamics, input, output
and direct transmission, in that order. The whole system representation is shown as a
block diagram in Figure 7 (WILLIAMS; LAWRENCE, et al., 2007).

x(t) =


x1(t)
x2(t)

...
xn(t)

 . (17)



Chapter 2. State of the Art 27

Figure 7 – State-space representation in a block diagram.

Source: Williams (2007, p. 5)

In the discrete-time with steps k the state-space model can be written as in
Equation (18a) and Equation (18b)

xk+1 = Axk + Buk (18a)

yk = Cxk + Duk . (18b)

2.6 PID TUNING METHODS

In this section the two Ziegler-Nichols PID Tuning Methods will be discussed.

2.6.1 Ziegler-Nichols Methods

There are two methods that were developed by Ziegler and Nichols with the
purpose of tuning a PID controller based on the step response and the oscillation state
of the system, respectively.

2.6.1.1 First Ziegler-Nichols Method

In cases where the step response of the system is in the form illustrated by
Figure 8, this method can be applied to tune the PID controller. Normally, this can
be obtained from a first order system with a delay in time (MESHRAM; KANOJIYA,
2012). The transfer function for systems with this behaviour can be approximated by
the Equation (19),
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Figure 8 – Step response for Ziegler-Nichols Method.

Tangent Line at inflection point

TL

K

t

Y(t)

Source: Meshram (2012, p. 119)

G(s) =
Ke–sL

Ts + 1
, (19)

where K is the gain in steady-state, L is the delay time and T is the time constant, as
illustrated in Figure 8. With the values obtained from the step response, the Table 3
developed by Ziegler and Nichols is used to find the PID parameters, such as Kp, Ti
and Td , where Ki = Kp/Ti and Kd = KpTd .

Table 3 – Ziegler-Nichols First Method tuning table.

Controller Kp Ti Td

P T
KL ∞ 0

PI 0.9 T
KL

L
0.3 0

PID 1.2 T
KL 2L 0.5L

Source: Brito (2019).

2.6.1.2 Second Ziegler-Nichols Method

The second Ziegler-Nichols method requires that an unstable state and sus-
tained oscillations can be reached by changing the proportional portion of the controller.
In case this state is not reachable or it can damage the system, this method cannot be
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applied. The steps for this method consists in removing the integrator and derivative
portions, which means setting them to zero, then increasing the proportional gain from
zero until the system reaches the verge of instability, where sustained oscillations occur.
The controller parameters are obtained from Table 4 developed by Ziegler and Nichols
(COPELAND, 2008), where Kcr is the proportional gain where the sustained oscillations
exist. The corresponding critical period for this point is the Pcr and it can be obtained in
two different ways. The first one is by analyzing the step response of the system when
Kp = Kcr and measure the peak-to-peak distance, which means the period of the signal,
as illustrated by Figure 9 (OGATA, 2001).

Table 4 – Ziegler-Nichols Second Method tuning table.

Controller Kp Ti Td

P 0.5Kcr

PI 0.45Kcr
Pcr
1.2

PID 0.6Kcr
Pcr
2

Pcr
8

Source: Copeland (2008).

Figure 9 – Step response for Second Ziegler-Nichols Method.

t

Y(t)

Pcr

Source: Ogata (2001, p. 571)

The PID can now be written as Equation (20)
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Gc(s) = 0.075Kcr Pcr

(
s + 4

Pcr

)2

s
. (20)

By analyzing Equation (20) it is possible to verify that the PID in this method has
a pole at the origin and two zeros at s = –4/Pcr .

2.7 SINGULAR VALUE DECOMPOSITION

Commonly seen as a method for data reduction, the Singular Value Decom-
position (SVD) consists in reducing a high dimensional set of data points to a lower
dimensional space, ordered by the most variable to the least variable, demonstrating in
a clearly way the substructure of that data. Based on a theorem from linear algebra and
usually represented by Equation (21), the method can find where the most variation in
a data set is located and based on that, find the most accurate approximation using
less dimensions. The theorem states that a rectangular matrix A can be written as
the product of an orthogonal matrix U, a diagonal matrix S and the transpose of an
orthogonal matrix V (BAKER, 2005).

Amn = UmmSmnV T
nn. (21)

The columns of U are orthonormal eigenvectors of AAT , the columns of V are
orthonormal eigenvectors of AT A, and S is a diagonal matrix containing the square
roots of the non-zero eigenvalues from U or V , spread in a descending order through
the diagonal. The columns of U are called left singular vectors, the columns in V are
the right singular vectors and those diagonal values are called the singular values from
matrix A (BAKER, 2005).

2.8 SYSTEM IDENTIFICATION

In order to have a quality control design, a proper model that can accurately rep-
resent the dynamics of the system is necessary. This process of creating mathematical
models based on input-output data, is known as system identification in the control
area. Depending on the real life system, different techniques can be approached, such
as linear, nonlinear and hybrid. It can be subdivided in three steps, obtain information
data, estimation with a set of models and validation of the models (LJUNG, 2010).

The data from the real system required for the process is used in the beginning
and at the end of the system identification. That happens because it is used at first
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to build the models and at the end to validate the models created. After obtaining the
data from the system, the model structure needs to be chosen. It is common to choose
multiple structures and models to evaluate which reproduces the most accurate results.
The model structures can be separated in three different types, the black-box structure,
the structure from physical model and the structure from semi-physical model (LJUNG,
1998).

2.8.1 Eigensystem Realization Algorithm

Commonly used in high-dimensional systems and developed to identify structural
models in the aerospace field, the Eigensystem Realization Algorithm (ERA) can be
used to obtain a state-space model of a system from measurements of its impulse
response, without having previous knowledge about the dynamics or physical aspects
of it (BRUNTON; KUTZ, 2019). Considering the state-space description of a model in
the discrete-time as shown in equations Equation (18a) and Equation (18b), and an
impulse input in discrete-time represented by uδ

k as in Equation (22),

uδ
k =

I, k = 0

0, k = 1, 2, 3, · · ·
, (22)

and the respective response in Equation (23)

yδk =

D, k = 0

CBAk–1, k = 1, 2, 3, · · ·
, (23)

a Hankel matrix can be formed with the respective impulse response yδ
k values mea-

sured from the sensors, as shown in Equation (24)

H =


yδ1 yδ2 . . . yδmc
yδ2 yδ3 . . . yδmc+1
...

... . . . ...
yδmo yδmo+1 . . . yδmc+mo–1

 . (24)

By taking the SVD of the matrix, as illustrated in Equation (25), the matrix can
be rewritten in terms of its dominant temporal patterns,
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H = UΣV∗ =
[
Ũ Ut

] [Σ̃ 0
0 Σt

][
Ṽ∗

V∗
t

]
≈ ŨΣ̃Ṽ∗, (25)

where Ũ and Ṽ are the eigen-time-delay coordinates and Σ̃ represents the singular
values truncated in r , which means only the first r values are maintained. With that, it
is possible to build the system matrices with reduced order, as Equation (26a), Equa-
tion (26b) and Equation (26c) show.

Ã = Σ̃–1/2Ũ∗H
′
ṼΣ̃–1/2; (26a)

B̃ = Σ̃–1/2Ṽ∗
[
Ip 0
0 0

]
; (26b)

C̃ =

[
Iq 0
0 0

]
ŨΣ̃1/2, (26c)

where Ip and Iq are identity matrices, with the first p columns and the first q rows
extracted, respectively. The matrix H

′
is called the shifted Hankel matrix and is repre-

sented by Equation (27)

H
′
=


yδ2 yδ3 . . . yδmc+1
yδ3 yδ4 . . . yδmc+2
...

... . . . ...
yδmo+1 yδmo+2 . . . yδmc+mo

 . (27)

The state-space model with reduced order can now be described by Equa-
tion (28a) and Equation (28b),

x̃k+1 = Ãx̃k + B̃u (28a)

y = C̃x̃k . (28b)

2.8.2 Observer Kalman Filter Identification

Since in some cases it is not an easy task to obtain the impulse response
of a system, due to problems such as noise in the signal that can affect the result,
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the Observer Kalman Filter Identification (OKID) method was created with the main
characteristic of being an addition to the ERA, by approximating an impulse response
from input-output data, which can then be used in the ERA method (BRUNTON; KUTZ,
2019).

The output yk is now described by Equation (29).

yk = CdAk–1
d Bdu0 + CdAk–2

d Bdu1 + · · · + CdBduk–1 + Dduk . (29)

This output measurements from the system can be rewritten in a simplified form
in terms of an impulse-response yδ

k shown by Equation (30).

[
y0 y1 · · · ym

]
=
[

yδ
0 yδ

1 · · · yδ
m

]


u0 u1 · · · um

0 u0 · · · um–1
...

... . . . ...
0 0 · · · u0

 . (30)

2.8.3 Nonlinear models

In this subsection some nonlinear models for Single Input Single Output (SISO)
systems will be explained.

2.8.3.1 Hammerstein-Wiener model

The Hammerstein-Wiener is a model that consists of a dynamic linear block and
two static nonlinear blocks in cascade, as illustrated in Figure 10

Figure 10 – Hammerstein-Wiener model.

Source: Hong (2011, p. 236)

Mathematically, the model can be represented by the Equation (31)

y (k ) =
n∑

i=1

aig(y (k – i)) +
m∑

j=1

bj f (y (k – j)) + e(k ). (31)
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2.8.3.2 Nonlinear ARX model

The Nonlinear ARX (NARX) can model dynamic nonlinearities, in opposition of
the Hammerstein-Wiener model that can only model static nonlinearities. This model is
an adaptation of the AutoRegressive with eXternal input (ARX) linear model, extending
some important properties, such as the stability of its predictor in the identification of
unstable systems and the characteristic of having efficient and trustworthy algorithms,
since the solution of this model is calculated by the linear least-squares method (ZHU,
2002). Equation (32) represents the linear ARX model wrote in a linear regression form

y (t) = [1 – A(q)]y (t) + B(q)u(t) + e(t) = A∗(q)y (t) + B(q)u(t) + e(t), (32)

where


A(q) = 1 + a1q–1 + ... + anq–n

A∗(q) = –a1q–1 + ... + –anq–n

B(q) = b1q–1 + ... + bnq–n.

(33)

The input and output signals are respectively represented by u(t) and y (t). The
model has a nth order and a white noise e(t) with zero mean. Besides that, the q–1

variable represents the unit delay operator. As stated by Zhu (2002), the reason why
the model provides outstanding solutions is due to the error e(t) being linear in the
parameters, property that is also expanded to the nonlinear models, by adding an input
and output nonlinear blocks, as shown in Equation (34)

y (t) = A∗(q)f2[y (t)] + B(q)f1[u(t)] + e(t). (34)

The f1(t) and f2(t) terms represent respectively the input and output nonlinear
blocks, which should be continuous functions. There are some special cases, such
as when f2(t) = y , in which case the nonlinear ARX turns into a Hammerstein model.
By changing the order of the blocks and the polynomials, another three different and
likely with more nonlinearities NARX models can be derived. (ZHU, 2002). A visual
representation of this model, with the regressors and the linear and nonlinear output
functions, can be seen in Figure 11.
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Figure 11 – NARX model representation.

Input u(t) Output y(t)
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u1(t-1), u2(t-3), y1(t-1), ...

Nonlinear
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ŷ(t) = F(x(t))

Source: Kumar (2010, p. 188)

The regressors, that can be represented by x(t), are functions of the input-output
data that was measured from the system, which means that the more knowledge about
the system, the more precise the regressors can be, therefore the more accurate the
model will be. The predicted output function F (x(t)) can be represented by Equation (35)

F (x) =
d∑

k=1

αkk (βk (x – γk )), (35)

where αk , βk and γk are the parameters of the nonlinearity estimators, k and d are
respectively the unit nonlinear command and the number of nonlinearity units (KUMAR
et al., 2010).

2.8.4 Problems with nonlinear models

Despite the currently advanced area that system identification has become,
some problems still can be found. Even though the most active field is perhaps the
identification of nonlinear models, many questions need to be raised, such as finding
what are the useful parameterizations of the function, how to identify a nonlinear sys-
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tem that operates in closed loop and is stabilized by an unknown regulator and how to
find effective non-linearity tests based on the data. Another problem can be the model
approximation or the model reduction, when trying to derive a model with sufficient
accuracy from the data, being an approximation of the real description of the system
(LJUNG, 2010).

The identification of linear systems is well understood, but when it comes to non-
linear models, the challenge is usually bigger. To find descriptions that are adaptable
enough to encompass a wide range of pertinent nonlinear phenomena while still allow-
ing for the incorporation of physical knowledge in order to avoid being overly flexible is
not a simple task. It is a complex process to provide a coherent analysis of the current
system due to the several approaches and studies available in the area. Among those
multiple approaches, a commonly used nomenclature exists to represent this spectrum
of knowledge, such as white box, grey box and black box (LJUNG, 2010).

A white box approach is used when there is deep knowledge about the system
and its dynamics and a physical model can be fully derived from first principles, such
as physics, chemistry, biology or economy. The total opposite would be a black box
approach, where no previous knowledge about the system is available or it is too
complex to be understood, being based purely on the data measured from the real
system. There is no direct connection between the model parameters and first principles,
the modelling is done entirely with experimental data (NELLES, 2013).

In between those methods there is a variety of grey boxes, which is a com-
bination of theoretical knowledge with quality data. The grey box approach can be
subdivided in three different methods, called smoke-grey, steel-grey and slate-grey.
The first one can be considered a semi-physical modeling, where the goal is to find a
nonlinear transformation of the data that can better describe the system. A steel-grey
box approach consists of a linearization around a point, by developing approximations
in multiple areas close to each other, to deal with the nonlinearity. The last one is a
combination between linear dynamic system and nonlinear static transformation and
it can be a hybrid model or a block-oriented model, such as the Hammerstein-Wiener
model (LJUNG, 2010).
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3 METHODOLOGY

This section presents the environment in which the work was developed and the
proposed system modeling.

3.1 ENVIRONMENT

The machine currently used for the PGM process in the Institute is from the
Toshiba GMP series, represented by Figure 12, on the left the thermal model of the
molding machine and on the right the mechanical model. It is composed by six parts
in total, those parts being the upper and lower cooling plate, upper and lower mold,
and upper and lower holder. Besides that, there are also six infrared lamps that are
responsible for the heating of the system, three for upper parts and the other three for
the lower parts. There is a sensor for measuring the temperature in one of the holders,
which is the temperature that needs to be controlled in order to achieve the desired
results from the glass molding.

The machine is connected to a PID controller, which is responsible for controlling
the power of the infrared lamps necessary to achieve a certain heat rate, until it reaches
the desired temperature values in the holder. There are multiple parameters to be set
for the process, but the most important ones for this work are the temperature related
ones, Tv and T1, the soaking times ST1 and ST2, and also the temperature slopes Gv

and G1.
As illustrated by Figure 13 and explained in Chapter 2, the first step is the heating,

which is subdivided in two parts. First, the temperature is raised from ambient to Tv

with a rate of Gv Celsius degrees per second. After that, the temperature is raised with
a rate of G1 until it reaches T1. The temperature is then maintained at T1 for the total
duration of ST1 plus ST2, before it starts the slow and fast cooling steps that will not be
taken into consideration in the presented work.

The parameters and results of the experiments are saved in a web application,
developed and hosted by the institute. The data read by the sensor is transferred from
the machine to the software via the communication protocol Modbus and RS232, which
is then sent to the Application Programming Interface (API) in the server via HyperText
Transfer Protocol (HTTP) requests and stored in the database (ROCHA, 2020). Finally,
the results of stored and live processes can be seen in the web application, as Figure 14
illustrates.

The Web App has stored all the experiments from the machine, with the corre-
sponding set parameters and the results, such as the power and temperature values
measured by the sensor. With that, it was possible to get multiple data to use in the
modeling and also to compare the model results with the actual data. An example of
experimental data obtained from the machine can be seen in Table 5.
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Figure 12 – Toshiba GMP machine.

Source: Fraunhofer IPT’s assets

Table 5 – Set parameters example table.

Process
ID

Temperature [°C] Soaking Time [sec] Temperature Slope [°C/sec]

Tv T1 ST1 ST2 Gv G1
5932 480 560 300 200 3 0.5
5934 480 541 300 55 3 0.5
5935 480 539 300 124 3 0.5

Source: Author

Considering the machine tools and the infrared lamps to be a SISO system,
where the input u(t) is the infrared lamps power and the output y (t) is the temperature
rate in the holder, the first main goal was to find a model that could accurately represent
this system, using the multiple experiments from the actual machine that were already
available to be used for the process. The temperature rate (first Gv , then G1) is the set
value sent to the closed-loop system, in which the controller is responsible for changing
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Figure 13 – PGM set parameters.

Source: Grunwald (2021, p. 53)

the lamp power and increase or decrease the temperature, in order to achieve the goal
rate. This value is then read by the sensor and sent back in the feedback loop, as
represented in Figure 15.

The input reference of the system r (t) changes based on the temperature values
Tv , T1 and the current sensor temperature Tsensor . In other words, the controller tries
to demand the necessary power in the lamps to keep the temperature rising at a certain
rate, until it reaches the set values Tv and T1, in this order. A simple logic was developed
to calculate the temperature rate based on those values, to simulate the input of the
closed-loop system, as illustrated by Equation (36),

r (t) =


Gv , a > 0 and b > 0

G1, a ≤ 0 and b > 0

0, a < 0 and b ≤ 0

, (36)

where a = Tv – Tsensor and b = T1 – Tsensor . Figure 16 also demonstrates the result of
the calculation. In the plot, the value tGv

represents the point in time where the sensor
temperature reaches the desired Tv value and consequently changes the rate. Similarly,
the value tG1

is the time where the sensor temperature reaches T1 and after that, the
soaking time period starts, where the temperature is held at a constant value, which
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Figure 14 – Web App for visualization of PGM process.

Source: Author

Figure 15 – Closed-loop representation of the system.

Source: Author

means the rate at this point is always zero, since there is no variation.

3.2 SYSTEM MODELING

One of the most common methods to model a real life system is deriving it from
first principles by analyzing its dynamics. That means to use physical knowledge, such
as Newton’s laws, to mathematically describe the system (WANG, 2020). During the
heating process, it is known that radiation is emitted by the infrared lamps and absorbed
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Figure 16 – Input of the closed-loop system.

Source: Author

by the machine. Besides that, because of the contact between the machine parts and
the nitrogen flow, heat is transferred by conduction and convection, respectively. The
problem is that there is no other knowledge about the physics or the dynamics of
the system and the information about it was not enough to derive a model using this
method.

The First Ziegler-Nichols tuning method was then considered to be used for the
identification of the system by using the approximation with a first order system with
time delay. Since it was not possible to have access to the open-loop, which means
have access to the system itself without the controller, the method could not be applied.
Another comment on this procedure is that could be a problem to apply this technique,
since the step response needs to be S-shaped, which may not occur in most cases.

The initial approach was to consider the system to be linear and consequently
apply linear system identifications methods to verify if the results were close enough to
the real data. This was done since the methods for linear systems are usually easier,
which would avoid unnecessary work, and can possibly deliver good enough results.
Alongside with the identification methods, the software Matlab was used for multiple
steps, such as pre-processing, filtering, identifying, modeling and specially for sim-
ulating the generated models, with the help of Simulink. Figure 17 shows a Unified
Modeling Language (UML) Activity diagram, to represent all the steps taken in the
modeling process.

The first step was to pre-process the sensor data, since it has a lot of noise that
can affect the identification of the system. Figure 18 illustrates one of the data used
for the process as an example. The output temperature is in °C and the input power
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Figure 17 – UML Activity diagram of the modeling process.

First principles

First Ziegler-Nichols Method

Trial and Error Transfer Function

ERA

OKID

NARX

(Problem: Unknown dynamics)

(Problem: No access to open-loop)

(Problem: No good results)

Nonlinear methods

(Problem: No impulse response) (future work)

Source: Author

is in Watts. The whole process consists in multiple steps of heating and cooling, but
since the presented work is focused on the heating, the cooling part was removed from
the data. The temperature can usually start at room temperature or even a bit higher,
when the machine has still not cooled down completely from previous experiments.
This offset value was kept during the simulation, because if the temperature started
at zero degrees, the model would have to compensate the difference by incrementing
the power values and consequently the temperature rate, which would result in an
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inaccurate modeling.

Figure 18 – Raw data from experiment.

Source: Author

Even though the controller is responsible for the rate change, the values obtained
from the experiments are actually measurements of the temperature in the holder, which
means the derivative from these values were taken further in the simulation. The power
data from the experiments is in percentage, from 0% until a maximum value, which was
usually around 35 or 50%. There is three lamps in the upper position of the machine
and three other in the lower position, and each lamp has a capacity of 3,3kW, which
means the maximum power reachable is 3, 3k ∗ 3 = 9900W for each position.

The data from the experiments may contain some values below zero, which
were removed, since it is evidently not physically possible to have negative percentage
of power values, it represents noise or simply problems during the reading from the
sensors. Figure 19 shows the post-processed signals used for the identification.

Since it was not possible to have access to the open-loop system, closed-loop
identification techniques were addressed. The chosen method was the direct approach,
where the assumption is to ignore the feedback and identify the open-loop with the input
and output measurements (MANDLOI; SHAH, 2015). This option was chosen because
it is possible to obtain measurements from inside the machine, the power values, and
also the output temperature. The feedback is then not completely ignored, considering
that it is not possible to remove the controller from the machine, which means the PID
will be always acting on the plant.
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Figure 19 – Post-processed input and output data from experiment.

Source: Author

The first linear models were obtained by trial and error of different number of
poles and zeros. The clear problem with this approach is that it is time consuming and
there is no guarantee that a good model will be found. Different combinations of model
orders were tested with Matlab, but the obtained models did not delivered satisfactory
results.

The ERA method was then considered to obtain a state-space model of the
system. This approach has two considerations, the first one being the assumption that
the system is linear and can be described as Equation (16a) and Equation (16b) (or
Equation (18a) and Equation (18b) for discrete-time). The other consideration is that an
impulse response can be obtained, leading to the first problem during this procedure,
since this requirement could not be met. A work-around for this was to first apply the
OKID algorithm to extract an impulse response from random input-output data and then
finally apply ERA.

The result from the OKID algorithm, which is the impulse response generated
from the input-output data of the real system, is used to create the Hankel and shifted
Hankel matrices in the ERA algorithm. After that, the SVD is taken and the Hankel
singular values are obtained, which have a straight correlation with the model order. By
plotting those singular values, the position to be truncated can be chosen based on
where the values tend to acutely decrease. With Equation (26a), Equation (26b) and
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Equation (26c), the system matrices represented in Equation (37) were obtained by
using both the OKID and ERA algorithm provided by (BRUNTON; KUTZ, 2019).

Ã =


–0.08 –0.0812 –0.031 –0.009
0.0625 0 0 0

0 0.0625 0 0
0 0 0.0078 0

 , B̃ =


0.125

0
0
0


C̃ =

[
0.077 0.048 0.026 0.0015

]
, D̃ = 0

. (37)

In order to work with the rest of the system in closed-loop, the state-space model
was converted into a transfer function, illustrated by Equation (38)

G(s) =
0.009s3 + 0.0004s2 + 1.285e–5s + 5.616e–9

s4 + 0.08s3 + 0.005s2 + 0.0001s + 2.8e–7 . (38)

Since the power values have a specific range in the machine, it was necessary
to limit the output of the PID with saturation values between zero and the upper limit
percentage. To achieve this specific behavior in the model, an anti-windup technique
could be used, to prevent the integrator part of the controller to output values outside
the boundaries. The chosen method was the back-calculation with the tracking time
constant Tt set to 1, which means the back-calculation coefficient Kb, that is the inverse
of that time constant, was also 1.

The model obtained for the plant outputs the temperature rate, but since the
temperature values from the sensor were available, a further step was needed to get
the temperature from the predicted model, so that a proper comparison could be done.
Besides that, there is an initial condition that needs to be considered, which is the
fact that the temperature always starts at a certain value different than zero. Given the
problems, the solution was to integrate the signal after the plant, with the initial condition
of same temperature as the sensor data, to extract the temperature from the model.
The Figure 20 illustrates in more details the final closed-loop system model.



Chapter 3. Methodology 46

Figure 20 – Full closed-loop system.

Source: Author
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4 RESULTS

The process used to identify and model the system has the power and tempera-
ture measurements as already shown in chapter 3, before pre-processing in Figure 18
and after in Figure 19. The set parameters for this same process is also already shown
in Table 5 in chapter 3. The linear model obtained from the ERA and OKID methods
was used to run the simulations in Simulink.

After running the simulation in closed-loop with the PID using the same param-
eters from the machine, which means KP = 2.3, KI = 55 and KD = 3, the results from
the model for the reference (Figure 21), power (Figure 22a), temperature rate (Fig-
ure 22b) and temperature (Figure 22c) are obtained. The reference, as expected, starts
at Gv = 3 °C/s until it reaches Tv = 480 °C, around 119 seconds. After that, it goes to
G1 = 0.5 °C/s until 191 seconds, where the temperature reaches T1 = 539 °C. At last,
the temperature rate drops down to zero and it is maintained, during the soaking time
period, until the end of the simulation.

Figure 21 – Reference r (t) for process 5935.

Source: Author

To calculate how good the predicted model response matches with the experi-
mental data, the fit percentage was calculated with Equation (39), using the Normalized
Root Mean Squared Error (NRMSE).

fit = 100(1 – NRMSE) = 100
(

1 –
∥y – ŷ∥

∥y – mean(y )∥

)
, (39)
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(a) Power values for process
5935.

Source: Author

(b) Temperature rate values
for process 5935.

Source: Author

(c) Temperature values for
process 5935.

Source: Author

Figure 22 – Process 5935

where y is the experimental data and ŷ is the output from the predicted model (THE
MATHWORKS, 2023). Figure 22a illustrates the results for the power values, comparing
the model output, in blue, with the actual sensor values, in orange. Even though the cal-
culated fit shows that the model was not so accurate and the shape of the curve did not
match in some parts, the margin of error set for the power values was achieved. Since
the main goal was to model the system to control the temperature and temperature rate,
at the moment the power fit was not as important as the other variables.

Figure 22b shows the results for the temperature rate values, once again the blue
curve being the model output, and orange curve the sensor values. The calculated fit
for the rate resulted in around 79.89%, which was satisfactory enough for the moment,
compared to the sensor data and considering the maximum margin of error established.

Lastly, the calculated fit for the temperature from the predicted model was even
better, resulting in around 94.66%, as Figure 22c illustrates. The end temperature from
the model in the simulation was around 541.42 °C, meaning a minor error of 0.63%
compared to the experimental value.

Since the process 5935 was the one used for the modeling, it was necessary to
compare the results with some validation data, using a different process. The process
with ID 5934 was used to validate the predicted model. Its set parameters can also be
seen in Table 5 in chapter 3 and the PID parameters were the same as process 5935.
Figure 23a, Figure 23b and Figure 23c show the results for power, rate and temperature,
respectively.

Process ID 5932 was also used as validation data to calculate the fit of the model.
As the other processes, its set parameters are shown in Table 5 in chapter 3, and the
PID parameters also the same as the others. Figure 24a, Figure 24b and Figure 24c
illustrate the results. An interesting point to notice here is that the temperature fit for
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(a) Power values for process
5934.

Source: Author

(b) Temperature rate values
for process 5934.

Source: Author

(c) Temperature values for
process 5934.

Source: Author

Figure 23 – Process 5934

(a) Power values for process
5932.

Source: Author

(b) Temperature rate values
for process 5932.

Source: Author

(c) Temperature values for
process 5932.

Source: Author

Figure 24 – Process 5932

this process was the best one, even better than the process that was used to generate
the model.

The model obtained and both the training and validation data used was from the
upper part of the machine. Even though the values from the upper and lower are very
similar, it was necessary to validate if the predicted model performs well also with lower
data, since there are three infrared lamps in the lower part as well. Figure 25 illustrates
the results of validation using the lower data of the process used to obtain the model.

The reason for the outstanding difference in the power overall in all processes
can be that it is possible to have different values in order to achieve the same temper-
ature. As long as the desired rate and temperature are reached and the shape of the
curve is maintained, the power can have different values. This is possible to observe
by analysing the sensor data, where the temperature curve from different processes
are almost the same, but the power can differ. Figure 26 illustrates an overview of the
calculated fit percentages for each process and variables.
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(a) Power values for process
5935 lower.

Source: Author

(b) Temperature rate values
for process 5935 lower.

Source: Author

(c) Temperature values for
process 5935 lower.

Source: Author

Figure 25 – Process 5935 Lower

Figure 26 – Overview of calculated fit for each process.

Source: Author

Lastly, a simulation in the FEM software used in the institute was performed with
the same parameters as the model, with the goal of showing an application example,
which means how to use the predicted model and what are the advantages of it. One
of the advantages is that the infrared lamps in the FEM simulation is not necessary
anymore. Instead it is possible use the input process parameters in the model and use
its output results as a boundary condition in the surface of the machine in the simulation.
Besides that, another advantage is that the tuning of the controller can now be done in
the Simulink model, avoiding the time consume of doing it in the real machine. Figure 27
illustrates a comparison between the model and the FEM simulation results, before and
after, using the model results.
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Figure 27 – FEM simulation and model results.

Source: Author
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5 CONCLUSIONS

The proposed work had the goal to identify a correlation between the lamp power
and the tools temperature, by modeling the machine responsible for the PGM process
and its components as a control system. The reason for that is to better understand the
PID controller, since it is time consuming to tune it, and to easily simulate the heating
process with more precision. At first, the linear methods developed did not delivered
satisfactory results, which lead to a different approach. The study of nonlinear systems
and nonlinear system identification techniques were extensively addressed, such as
the Hammerstein-Wiener and the NARX models. The results were promising but some
problems were encountered, which was how to linearize this systems to later work
together with the controller and how to obtain the best model without overfitting the
training data. Because of the time constraint, those problems could not be solved and
are left for future work. One more relevant topic is that in this work the system was
modeled as a SISO system, but since the infrared lamps are positioned both in the
upper and lower parts of the machine, one can have affect on the other, so a Multiple
Input Multiple Output (MIMO) system could also be considered in future works. After
trying many different techniques, the predicted model was shown to have good results
and a good overall fit to the experimental data from multiple processes, proving that
an digital twin for the PGM process can be developed and that the temperature in
the infrared lamps during the heating step can be controlled based on input process
parameters.
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